
Ground Motion Prediction

Equations For Time-dependent

Seismic Hazard Analysis in

Geothermal Areas

Nitin Sharma

April 2, 2013





Ground Motion Prediction Equations For 
Time-dependent Seismic Hazard Analysis in 

Geothermal Areas

Doctorate Program In Seismic Risk
XXV Cycle

Department of Physics,
University of Naples, Federico II

Tutor: Prof. Aldo Zollo

Co-tutor: Dr. Vincenzo Convertito

Candidate: Dr. Nitin Sharma

Coordinator of XXV cycle in seismic risk program
Prof. Aldo Zollo



Prince Piero Ginori Conti invented the �rst geothermal power plant in
1904,at the Larderello dry steam �eld in Italy.

Slide 50 of 122, © 2000 Geothermal Education O�ce

iv



Preface

and

Acknowledgments

This thesis grew out of three years of my work as doctorate student
in �Seismic Risk�. The challenges I faced in foreign land during this
journey, weather they are scienti�c or non-scienti�c, cultural or non-
cultural, technical or non-technical, has shaped my character as a grow-
ing philosopher in the domain of seismology. My work has dealt with
study of seismic hazard analysis in geothermal areas especially in the
�Geysers� geothermal area, California. This thesis will be of interest to
the beginners and other learners who want to gain an understanding in
estimating �Ground Motion Prediction Equations For Time-dependent
Seismic Hazard Analysis In Geothermal Areas�.

In some sections, such as in Introduction there is much of the informa-
tion on �The Geysers�. Similarly, there is an expanded discussion on
inversion techniques, estimation of ground motion prediction equation
and non-linear mixed e�ect regression technique. The detailed discus-
sion is also presented on application ground-motion prediction equa-
tions in seismic hazard and its time dependent studies. In last chapter
the concept of time-dependent ground motion prediction equations is
also discussed. I expect that this work will provide basic information to
non-technical audiences also. Di�erent readers may get bene�t from
di�erent sections.

A seismological and statistical background will be helpful to under-
stand and extend the present work. Many colleagues and friends read

v



all or part of manuscripts at di�erent stages and provided extremely
useful advice and comments. In particular, I would like to thank my
supervisor Prof. Aldo Zollo whose guidance has result in fruitful the-
sis. I would like to thank my tutor Dr. Vincenzo Convertito for his
guidance, innovative ideas, discussions and encouragement. Last but
not the least I would like to thank my family and friends for providing
me immense support during this journey.

vi



Dedication

To my family and friends.

vii





Contents

1. Introduction 11

1.1. Seismicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.1.1. Types of seismicity . . . . . . . . . . . . . . . . . . . 11

1.2. Enhanced geothermal systems . . . . . . . . . . . . . . . . . 13
1.3. �The Geysers� geothermal area and induced seismicity . . . 14

2. Seismic hazard basics 19

2.1. Seismic hazard . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2. Basic de�nitions . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3. Deterministic seismic hazard analysis (DSHA) . . . . . . . . 22
2.4. Probabilistic seismic hazard analysis (PSHA) . . . . . . . . 25

2.4.1. Earthquake source characterization . . . . . . . . . . 27
2.4.2. Ground-motion prediction equations (GMPE) . . . . 31
2.4.3. Earthquake occurrence model . . . . . . . . . . . . 32
2.4.4. Probabilistic seismic hazard computation . . . . . . 33

2.5. Deterministic Vs Probabilistic approach . . . . . . . . . . . 34

3. Inversion techniques 37

3.1. What is an inverse problem ? . . . . . . . . . . . . . . . . . 37
3.2. Linear regression analysis (LRA) . . . . . . . . . . . . . . . 37
3.3. Magnitude and distance dependencies . . . . . . . . . . . . 39

3.3.1. E�ect of magnitude . . . . . . . . . . . . . . . . . . 41
3.3.2. E�ect of distance . . . . . . . . . . . . . . . . . . . . 41

3.4. Non-linear regression analysis (NLRA) . . . . . . . . . . . . 45
3.5. Non-linear mixed e�ect regression analysis (NLMRA) . . . . 45

4. Predicting ground motion and seismic hazard 51

4.1. Ground motion . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.1.1. Source factor . . . . . . . . . . . . . . . . . . . . . . 52

ix



Contents

4.1.2. Path e�ect factor . . . . . . . . . . . . . . . . . . . . 55
4.1.3. Site e�ect factor . . . . . . . . . . . . . . . . . . . . 57

4.2. Ground motion prediction equations (GMPEs) in �The Gey-
sers� geothermal area. . . . . . . . . . . . . . . . . . . . . . 58
4.2.1. Data description and processing . . . . . . . . . . . 59
4.2.2. Regression analysis using NLMRA . . . . . . . . . . 62
4.2.3. Residual analysis and estimation of station e�ect fac-

tor and corrected model . . . . . . . . . . . . . . . . 66
4.2.4. Analysis of station-wise standard deviations . . . . . 81
4.2.5. Interpretation on inter-event residuals . . . . . . . . 92

4.3. Ground motion prediction equation for combined data sets
from six geothermal areas. . . . . . . . . . . . . . . . . . . . 92
4.3.1. Basel . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.3.2. Campi Flegrei . . . . . . . . . . . . . . . . . . . . . . 94
4.3.3. Geysers . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.3.4. Hengill . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.3.5. Roswinkel . . . . . . . . . . . . . . . . . . . . . . . . 95
4.3.6. Soultz . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.3.7. Voerendaal . . . . . . . . . . . . . . . . . . . . . . . 96

4.4. Regression analysis . . . . . . . . . . . . . . . . . . . . . . . 97
4.4.1. E�ect of focal depth and residual analysis . . . . . . 102

4.5. Application to time dependent seismic hazard . . . . . . . . 112
4.5.1. Computation of GMPE . . . . . . . . . . . . . . . . 112
4.5.2. Seismic zones . . . . . . . . . . . . . . . . . . . . . . 114
4.5.3. Computation of PSHA . . . . . . . . . . . . . . . . . 115
4.5.4. Monitoring of Seismic hazard at speci�c sites . . . . 117
4.5.5. Concept of tra�c light . . . . . . . . . . . . . . . . . 117

5. Time-dependent ground motion prediction equations 121

5.1. Data preparation . . . . . . . . . . . . . . . . . . . . . . . . 125
5.2. Regression Analysis . . . . . . . . . . . . . . . . . . . . . . . 126
5.3. Time-dependent residual analysis . . . . . . . . . . . . . . . 127
5.4. Time-dependent GMPEs and ergodic process . . . . . . . . 128
5.5. Time-dependent parametric analysis . . . . . . . . . . . . . 133

6. Conclusion 157

x



Contents

A. Tables 163

B. Publications 177

Bibliography 271

xi



List of Figures

1.1. The damage caused by induced earthquakes, left image is
showing Collapse of a block of �ats in Welkom in 1976
after a mining-related earthquake of magnitude 5.2 (Im-
ages courtesy: of the Council for Geoscience, South Africa
(SAWDIS)) and the right image is showing a house damaged
in a pair of earthquakes that struck Sparks, Oklahoma, Nov.
6, 2011, in less than 24 hours,which is connected fracking
while shale gas extraction(By : Bryan Walsh is a senior
writer at TIME). . . . . . . . . . . . . . . . . . . . . . . . . 12

1.2. The sketch showing geothermal area. (image: U.S depart-
ment of energy) . . . . . . . . . . . . . . . . . . . . . . . . 13

1.3. The Geysers annual steam production (red line) plotted
with the earthquake activity (M > 1.5 events), and wa-
ter injection (blue line). Also shown are the M> 3.0 events
(green solid line at bottom of plot) and M > 4 events (stars
at top of chart), after Majer et al. (2007). . . . . . . . . . . 15

1.4. Seismicity map of Geysers geothermal area. . . . . . . . . . 17

2.1. Seismic risk is based on a combination of hazard (H) ,vul-
nerability (V) and exposition (E). . . . . . . . . . . . . . . . 20

2.2. Main steps for deterministic seismic hazard analysis. . . . . 23
2.3. Main stages of the probabilistic seismic hazard analysis (af-

ter Reiter (1990)). . . . . . . . . . . . . . . . . . . . . . . . 26
2.4. Examples of di�erent source zone geometries: (a) short fault

can be modeled as point source; (b) shallow fault can be
modeled as linear source; (c) volumetric source zone. . . . 28

2.5. Example of Gutenberg-Richter Law, representing a and b
value. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

1



List of Figures

2.6. Example showing conditional probability of exceeding a par-
ticular value of ground motion parameter for a given mag-
nitude and distance. . . . . . . . . . . . . . . . . . . . . . . 31

3.1. Fitting of model mentioned in equation 3.6 uniformed resid-
ual distribution that model �t quite well to observed data,
but predicts very high unexpected PGA values at short
distances. The model is obtained by setting m=2.5 and
hypocentral distance ranges from 0.4 through 20 km. . . . . 40

3.2. Linear �t of the model mentioned in equation 3.9 showing
positive correlation between magnitude and PGA values and
uniform residual distribution signi�es goodness of the �t. . 42

3.3. Linear �t of the model mentioned in equation 3.10 showing
negative correlation between distance and PGA values and
uniform residual distribution signi�es goodness of the �t. . 43

3.4. An example illustrating the choice of h parameter by min-
imizing total standard error, with linear regression analysis
for equation 3.11. . . . . . . . . . . . . . . . . . . . . . . . . 44

3.5. Comparison of model mentioned in equation 3.11, computed
by linear regression (LR, blue curve), non-linear regression
(NLR, red curve) and non-linear mixed e�ect regression
(NLMR, black curve) for PGA. All the models have same
predictions and similar residual distribution shown in lower
panels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.6. Inter(between)-events and intra(within)-events components
of ground motion variability (after Strasser et al. (2009)). . 48

4.1. The sketch showing factors a�ection the ground motion record-
ings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.2. Radiation Pattern P-wave (a) and S-wave(b) for a strike slip
fault. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.3. A sketch showing the e�ect of directivity(after Del Mar
Technical Associates 1979). . . . . . . . . . . . . . . . . . . 55

4.4. Location of the events (gray circles) and the seismic stations
(black triangles) used for regression analysis in the present
study. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

2



List of Figures

4.5. (a) Regression model (solid line) for computing moment
magnitude, Mw, from the duration magnitude MD with
standard deviation of 0.08 are plotted along (dashed lines)
and (b) the scatter plot showing the hypocentral distance
and magnitude range used for regression analysis. . . . . . 61

4.6. The three component original waveforms (a), curve used to
point mark between 0 to 98% of energy contained in wave-
form (b), cut and instrument corrected �ltered (0.7 to 35
Hz) waveforms to measure appropriate peak ground motion
parameters (c). . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.7. The regression model for magnitude 1.0 (solid line), 2.0
(dashed line) and magnitude 3.0 (dotted line) w.r.t hypocen-
tral distance. The gray dots represent entire data set. Upper
panels shows respective inter-event and intra-event residual
distribution of respective ground motion parameters PGV,
PGA, SA at 0.2s, 0.5s and 1.0s. . . . . . . . . . . . . . . . . 67

4.8. Single station residuals distribution. (a) shows residual his-
tograms and (b) refers to the distribution of residuals as
a function of hypocentral distance for model MOD1 (i.e.,
the reference model), at each station for PGV. The slope of
linear �t to residuals at each station is also mentioned. . . . 68

4.9. Same as �gure 4.8 but for PGA. . . . . . . . . . . . . . . . . 69

4.10. Same as �gure 4.8 but for SA(T) at T = 0.2s. . . . . . . . 70

4.11. Same as �gure 4.8 but for SA(T) at T = 0.5s. . . . . . . . 71

4.12. Same as �gure 4.8 but for SA(T) at T = 1.0s. . . . . . . . . 72

4.13. Same as �gure 4.8 but for model MOD3(corrected model)
PGV. There is an improvement in the model after site cor-
rection as now the maxima of residual are centered at zero. 76

4.14. Same as �gure 4.9 but for model MOD3(corrected model)
PGA. There is an improvement in the model after site cor-
rection as now the maxima of residual are centered at zero. 77

4.15. Same as �gure 4.10 but for model MOD3(corrected model),SA(T)
at T = 0.2s. There is an improvement in the model after
site correction as now the maxima of residual are centered
at zero. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3



List of Figures

4.16. Same as �gure 4.11 but for model MOD3(corrected model),SA(T)
at T = 0.5s. There is an improvement in the model after
site correction as now the maxima of residual are centered
at zero. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.17. Same as �gure 4.12 but for model MOD3(corrected model),
SA(T) at T = 1.0s. There is an improvement in the model
after site correction as now the maxima of residual are cen-
tered at zero. . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.18. Distribution of residuals as function of hypocentral distance
(left) and magnitude (right). Gray dots are showing resid-
uals from MOD3 and black crosses are the residuals from
MOD1. It can be clearly observed that the subset of nega-
tive data (black crosses) from distance 6 km to 15 km has
shifted toward zero which further indicates the improvement
in MOD3 after introducing site/station e�ect correction pa-
rameter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.19. Fitting of model MOD3; solid line, comparison with site/station
correction parameter s 0; dashed line, comparison with model
AB11; �tting for magnitudesMw ≥3.0, 2.0 <Mw < 3.0, and
Mw ≤2.0, with corresponding inter-event and intra-event
residuals for PGV and PGA. For smaller magnitude events,
model AB11 overestimates, but with increases in magnitude
the predictions of AB11 match our �nal model (MOD3). . . 83

4.20. Same as �gure 4.19 �tting for magnitudes Mw ≥3.0, 2.0 <
Mw < 3.0, and Mw ≤2.0, with corresponding inter-event
and intra-event residuals for SA at 0.2s, SA at 0.5s. For
smaller magnitude events, model AB11 overestimates, but
with increases in magnitude the predictions of AB11 match
our �nal model (MOD3). . . . . . . . . . . . . . . . . . . . . 84

4.21. Same as �gure 4.19 �tting for magnitudes Mw ≥3.0, 2.0 <
Mw < 3.0, andMw ≤2.0, with corresponding inter-event and
intra-event residuals for SA at 1.0s. For smaller magnitude
events, model AB11 overestimates, but with increases in
magnitude the predictions of AB11 match our �nal model
(MOD3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4



List of Figures

4.22. Comparison of standard deviation at each station with stan-
dard deviation obtained using complete data for PGV. The
dashed line shows weighted mean value of standard devia-
tion over all stations, while the solid line shows the overall
standard deviation. Introduction of site correction param-
eter has improved the model as the gap between weighted
mean standard deviation and overall standard deviation has
reduced in MOD3 as compared with MOD1. The respective
standard deviations are written in the �gure. . . . . . . . . 86

4.23. Same as �gure 4.22 but for PGA. . . . . . . . . . . . . . . 87
4.24. Same as �gure 4.22 but for SA (T=0.2s). . . . . . . . . . . . 88
4.25. Same as �gure 4.22 but for SA (T=0.5s). . . . . . . . . . . . 89
4.26. Same as �gure 4.22 but for SA (T=1.0s). . . . . . . . . . . . 90
4.27. Distribution of inter-event residuals obtained from MOD3

with respect to event-depth the positive trend indicate the
increase in stress drop with depth. The same trend is ob-
served for all ground motion parameters. The slope of the
�tted line is mentioned in the �gure. . . . . . . . . . . . . . 91

4.28. Residual distributions and comparisons between data and
predictions ( corrected data). The lower panels show the
data from earthquakes with 2 < Mw < 3 and the curves
corresponding to Mw 2.5 while the upper panels show the
residual distributions using the GMPEs derived here and
those of AB05, BM07 and MS08. Moreover, for the GM-
PEs from the present study the residuals are separated into
between-event and within-events components. . . . . . . . . 100

4.29. Same as �gure 4.28 . . . . . . . . . . . . . . . . . . . . . . 101
4.30. Residual distribution as a function of (a) hypocentral dis-

tance and (b) magnitude for Model 1 (corrected for site
e�ect), for PGA showing no signi�cant correlation. . . . . . 103

4.31. Same as �gure 4.30 but for period 0.1s . . . . . . . . . . . . 104
4.32. Same as �gure 4.30 but for period 0.2s . . . . . . . . . . . . 105
4.33. Same as �gure 4.30 but for period 0.5s . . . . . . . . . . . . 106
4.34. Comparison of predicted PGA of the three models as a func-

tion of focal depth. . . . . . . . . . . . . . . . . . . . . . . . 110

5



List of Figures

4.35. Residual analysis with respect to each area for PGA and
model 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

4.36. Map of induced seismicity seismicity recorded at The Gey-
sers. Black triangles are the Lawrence Berkeley National
Laboratory(LBNL) stations. Additional stations of North-
ern California Seismic Network (NCSN) are represented by
Gray triangles. Two zones are outlined by dashed lines.
The inverted triangles are three site chosen for site-speci�c
PSHA which are Anderson Springs (ADSP), Cloverdale(GCVB)
and Cobb (COBB). . . . . . . . . . . . . . . . . . . . . . . . 113

4.37. Seismic hazard map reporting the peak-ground motion val-
ues having probability of exceedance reported on the top
of each map. Each date corresponds to the center time of
one-month window centered to that date. Zones are marked
with dashed lines. The PGA values are in m/s2. . . . . . . 116

4.38. Site-speci�c seismic hazard analysis for 3 site mentioned in
�gure 4.36. The dashed lines correspond to the results of the
PSHA at the indicated probability of exceedance. Observed
PGA values are represented by gray squares. The analysis
is performed for three obserevation periods starting 3 March
2009(a), 1 June 2009(b) and 29 September 2009(c). . . . . 118

4.39. Example showing the concept of tra�c light monitoring of
seismic hazard for the site ASDP. . . . . . . . . . . . . . . 119

5.1. Seismicity map of The Geysers with the time mentioned in
the respective �gure. It is clearly evident that seismicity is
increasing with time. . . . . . . . . . . . . . . . . . . . . . . 122

5.2. Same as �gure 5.1. . . . . . . . . . . . . . . . . . . . . . . . 123
5.3. Time-dependent observation of �eld operation and seismic-

ity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.4. Cross-correlation between �uid injection and induced events

in di�erent time windows. A cyclic correlation observed
between �uid injection and induced events. . . . . . . . . . 126

5.5. Magnitude distribution in each time-window. . . . . . . . . 127
5.6. Inter-event residual distribution for each time-window for

PGV (a), PGA (b), SA(T=0.2s) (c), SA(T=0.5s) (d), SA(T=1.0s)
(e), for MOD1. . . . . . . . . . . . . . . . . . . . . . . . . . 129

6



List of Figures

5.7. Intra-event residual distribution for each time-window for
PGV (a), PGA (b), SA(T=0.2s) (c), SA(T=0.5s) (d), SA(T=1.0s)
(e), for MOD1. . . . . . . . . . . . . . . . . . . . . . . . . . 130

5.8. Inter-event residual distribution for each time-window for
PGV (a), PGA (b), SA(T=0.2s) (c), SA(T=0.5s) (d), SA(T=1.0s)
(e), for MOD3. No signi�cant change is observed after sta-
tion/site correction factor. . . . . . . . . . . . . . . . . . . . 131

5.9. Intra-event residual distribution for each time-window for
PGV (a), PGA (b), SA(T=0.2s) (c), SA(T=0.5s) (d), SA(T=1.0s)
(e), for MOD3. A signi�cant improvement in �tting is ob-
served as the spread of residuals have reduced. . . . . . . . 132

5.10. Time-dependent ground motion prediction equations PGA
and PGV. They are obtained for event with magnitude
Mw=2.5. The data in black circles represent observed ground
motion values for the same magnitude. . . . . . . . . . . . 134

5.11. Same as �gure 5.10 but for SA(T=0.2s) and SA(T=0.5s). . 135
5.12. Same as �gure 5.10 but for SA(T=1.0s). . . . . . . . . . . . 136
5.13. Time-dependent variations in coe�cients of PGV, obtained

after using MOD3. . . . . . . . . . . . . . . . . . . . . . . . 137
5.14. Time-dependent variations in coe�cients of PGA, obtained

after using MOD3. . . . . . . . . . . . . . . . . . . . . . . . 138
5.15. Time-dependent variations in coe�cients of SA(T=0.2s),

obtained after using MOD3. . . . . . . . . . . . . . . . . . . 139
5.16. Time-dependent variations in coe�cients of SA(T=0.5s),

obtained after using MOD3. . . . . . . . . . . . . . . . . . . 140
5.17. Time-dependent variations in coe�cients of SA(T=1.0s),

obtained after using MOD3. . . . . . . . . . . . . . . . . . . 141

7





List of Tables

3.1. Linear regression Coe�cients with uncertainties analysis for
equation 3.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2. Linear regression coe�cients with uncertainties for equation3.9 41
3.3. Linear regression coe�cients with uncertainties for equation3.10. 42
3.4. Linear regression coe�cients with uncertainties for equation

3.11 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.5. Coe�cients with uncertainties for equation 3.11, after non

linear regression analysis. It is also shown that there is no
signi�cant improvement in model �tting as the total stan-
dard error and R2 statistics are same. . . . . . . . . . . . . 45

3.6. Regression coe�cients and uncirtainties for equation 3.11
with NLMRA. . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.1. Regression Coe�cients and Relative Uncertainty of Equa-
tion 4.8, MOD1 . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.2. Regression Coe�cients and Relative Uncertainty of Equa-
tion 4.9, MOD2 . . . . . . . . . . . . . . . . . . . . . . . . 65

4.3. Site correction parameters for PGV, PGA and SA at 0.2s,
0.5s and 1.0s. . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.4. Regression coe�cients and relative uncertainty of equation
4.10, using MOD 3. . . . . . . . . . . . . . . . . . . . . . . . 75

4.5. Coe�cients for Model 1 (equation 4.11) for selected periods.
τ is the between-event, φ the within-event and σ the total
standard deviations. . . . . . . . . . . . . . . . . . . . . . . 99

4.6. Coe�cients for Model 2 (equation 4.12) for selected periods.
τ is the between-event, φ the within-event and σ the total
standard deviations. . . . . . . . . . . . . . . . . . . . . . . 107

9



List of Tables

4.7. Coe�cients for Model 3 (equation 4.13) for selected periods.
τ is the between-event, φ the within-event and σ the total
standard deviations. . . . . . . . . . . . . . . . . . . . . . . 108

4.8. Regression coe�cients and related uncertainty of equation
4.15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.1. Estimated coe�cients with their uncertainty at each window
for PGV using equation 5.1. . . . . . . . . . . . . . . . . . . 142

5.2. Estimated coe�cients with their uncertainty at each window
for PGA using equation 5.1. . . . . . . . . . . . . . . . . . . 143

5.3. Estimated coe�cients with their uncertainty at each window
for SA(T), at T=0.2s, using equation 5.1. . . . . . . . . . . 144

5.4. Estimated coe�cients with their uncertainty at each window
for SA(T), at T=0.5s, using equation 5.1. . . . . . . . . . . 145

5.5. Estimated coe�cients with their uncertainty at each window
for SA(T), at T=1.0s, using equation 5.1. . . . . . . . . . . 146

5.6. Estimated coe�cients with their uncertainty at each window
for PGV using equation 5.2. . . . . . . . . . . . . . . . . . . 147

5.7. Estimated coe�cients with their uncertainty at each window
for PGA using equation 5.2. . . . . . . . . . . . . . . . . . . 148

5.8. Estimated coe�cients with their uncertainty at each window
for SA(T),at T=0.2s using equation 5.2. . . . . . . . . . . . 149

5.9. Estimated coe�cients with their uncertainty at each window
for SA(T), at T=0.5s using equation 5.2. . . . . . . . . . . . 150

5.10. Estimated coe�cients with their uncertainty at each window
for SA(T), at T=1.0s using equation 5.2. . . . . . . . . . . . 151

5.11. Estimated coe�cients with their uncertainty at each window
for PGV using equation 5.3. . . . . . . . . . . . . . . . . . . 152

5.12. Estimated coe�cients with their uncertainty at each window
for PGA using equation 5.3. . . . . . . . . . . . . . . . . . . 153

5.13. Estimated coe�cients with their uncertainty at each window
for SA(T), at T=0.2s using equation 5.3. . . . . . . . . . . . 154

5.14. Estimated coe�cients with their uncertainty at each window
for SA(T), at T=0.5s using equation 5.3. . . . . . . . . . . . 155

5.15. Estimated coe�cients with their uncertainty at each window
for SA(T), at T=1.0s using equation 5.3. . . . . . . . . . . . 156

10



1. Introduction

1.1. Seismicity

Seismicity is de�ned as intensity, frequency, and spatial distribution of
earthquakes in a speci�c area. It can be at local, regional and global scale.

1.1.1. Types of seismicity

Seismicity is generally divided in two categories which are de�ned as fol-
lows:
a) Natural seismicity (NS): It is associated with occurrence of earth-

quakes naturally by plate tectonic, Volcanic activity etc. The magnitude
range is generally from low to as high as 9.0 M.
b) Induced seismicity (IS): It is referred to typically minor earth-

quakes and tremors that are caused by human activity that alters the
stress �eld of the Earth's crust. IS events are predominantly of very low
magnitudes and, in most cases, human activity is merely the trigger for an
earthquake that would have occurred naturally in any case but at a later
time. Despite the many similarities between IS and natural earthquakes,
there are also notable di�erences. The most signi�cant being the aspect of
human intervention in natural processes.
Generally IS events range from moderately-sized (4<M<6), damaging

earthquakes with rupture planes of the order of km2 through rock bursts
(2<M<4) down to microseismicity and acoustic emissions (M<2, rupture
planes ≤ 1 m2) for which humans are insensible and thus can be observed
only by sensitive seismic instrumentation. The largest IS event recorded
was a M=7.0 gas withdrawal event in Gazli (Uzbekistan) in 1984 Simpson
and Leith (1985). The largest mining induced seismic event was a M=5.6
rock burst that occurred in a potash mine near Völkerhausen, Germany in
1989 Knoll and Kuhnt (1990). Signi�cant IS events associated with long-
term well injection include the 1966 M=5.2 event at the Rocky Mountain
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1. Introduction

Figure 1.1.: The damage caused by induced earthquakes, left image is
showing Collapse of a block of �ats in Welkom in 1976 after
a mining-related earthquake of magnitude 5.2 (Images cour-
tesy: of the Council for Geoscience, South Africa (SAWDIS))
and the right image is showing a house damaged in a pair of
earthquakes that struck Sparks, Oklahoma, Nov. 6, 2011, in
less than 24 hours,which is connected fracking while shale gas
extraction(By : Bryan Walsh is a senior writer at TIME).

Arsenal, Denver Evans (1966). Enhanced geothermal system operations
caused some notable events arising from short-term stimulation measures,
for example the 2003 M=3.7 event at the Cooper basin EGS site, Australia
Baisch et al. (2006) and the 2006 M=3.4 event in Basel (Switzerland). Nu-
merous sizable events have been associated with gas withdrawal including
the 1996 M=3.8 event near Strachan (Alberta), events up to M 4.2 near
Lacq, France Maury et al. (1992) and up to M=3.5 in the Netherlands
(e.g., Van Eck et al. (2006)). Enhanced oil and gas recovery events are
usually below M=3, but possible IS associated with well operations have
local magnitudes as high as 6.5 Nicholson and Wesson (1992). Some of
the examples related to damage due to induced earthquakes are shown in
�gure 1.1.

The previous discussion provided a basis of the study of IS that repre-
sents an important topic for nowadays research. That is why study on IS
have become an important topic these days. In this thesis we will focus on
IS associated with geothermal areas.

12



1.2. Enhanced geothermal systems

Figure 1.2.: The sketch showing geothermal area. (image: U.S department
of energy)

1.2. Enhanced geothermal systems

Enhanced geothermal systems (EGS) have the potential to make a sig-
ni�cant contribution to the world energy inventory. These are naturally
fractured hydrothermal systems (�gure 1.2), easiest sources to extract heat
stored in subsurface rocks, but the total resources and its availability tend
to be restricted to certain areas. Their development proceeds where con-
ditions are ideal for cost-e�cient extraction. These hydrothermal systems
sometimes are di�cult to locate and also run a high risk of not being com-
mercially feasible, if their geological, physical and chemical characteristics
are not favorable. The reasons for developing EGS technology are two-
fold: (1) to bring uneconomic hydrothermal systems into production by
improving their underground conditions (stimulation); and (2) to engineer
an underground condition that creates a hydrothermal system, where by
injected �uids can be heated by circulation through a hot fractured region
at depth and brought to the surface to deliver the captured heat for power
conversion and other uses. The second approach expands the available heat
resource signi�cantly and reduces the uncertainty of exploitation costs.
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However, the process of enhancing permeability and the subsequent ex-
traction of energy may generates small-to-moderate events. The controver-
sial issue of induced seismicity associated with EGS has attained attraction
on seismologist worldwide. Although induced seismicity may have few ad-
verse physical e�ects on operations or on surrounding communities, public
concern over the amount and magnitude of seismicity associated with cur-
rent and future EGS operations still remains. Thus inspired, in this thesis
we are discussing about analysis on induced seismicity at the at �The Gey-
sers� geothermal �eld, California.

1.3. �The Geysers� geothermal area and induced
seismicity

The Geysers is a vapor-dominated geothermal �eld located about 120 km
north of San Francisco, California. The area is in coastal ranges and is
in�uenced by the general strike-slip tectonics of Northern California. Op-
penheimer (1986) describes the tectonic setting as extensional, with the
regional stress �eld predominating over locally induced stresses, mainly as
result of reservoir contraction. The Geyser �eld is actively exploited since
the 1960s, and it is now the most productive geothermal �eld in the world.
It is capable of generating electric power of 1.58GW which is equal to one
moderate nuclear power plant. The study of the IS is important also be-
cause there is not signi�cant hazard studies in this geothermal area and
hazard studies are required to monitor and control the rate of injection as
well as seismicity to avoid any damage in surrounding areas.This contro-
versial issue of IS has already caused delays or threatened cancellation of
at-least two EGS projects worldwide Majer et al. (2007).
Regular monitoring of induced seismicity since 50 years in this area has

result in one of the most comprehensive data sets available. Therefore, The
Geysers is a well-suited test case for the study of induced seismicity and the
development of related ground-motion prediction models. Many studies
have demonstrated that micro-earthquakes at The Geysers are associated
with water injection and steam extraction Majer and McEvilly (1979);
Eberhart-Phillips and Oppenheimer (1984); Oppenheimer (1986); Enedy
et al. (1992); Stark (1992, 2003); Ross et al. (1999); Smith et al. (2003);
Majer and Peterson (2005); Majer et al. (2007); Foulger et al. (1997).
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1.3. �The Geysers� geothermal area and induced seismicity

Figure 1.3.: The Geysers annual steam production (red line) plotted with
the earthquake activity (M > 1.5 events), and water injection
(blue line). Also shown are the M> 3.0 events (green solid line
at bottom of plot) and M > 4 events (stars at top of chart),
after Majer et al. (2007).
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The seismicity since 1965 (roughly the date of signi�cant production
at The Geysers) is given in �gure 1.3 Majer et al. (2007), which reveals
that the seismicity below magnitude 3.0 has increased signi�cantly over
the years. The steam production and seismicity trends clearly diverge
after additional source of water were used for injection, starting in 1980's.
The level of seismicity (magnitude M>1.2) has shown positive correlation
with steam production. Also, the �injection� chart is scaled such that the
injection and seismicity values, at the time of the injection peak in 1998,
plot more or less together.

Majer et al. (2007) have noticed that the injection and seismicity plots
are now very similar for every year thereafter, as well as being quite similar
for all the years previous to 1998. This �ndings clearly indicates a remark-
ably strong correlation of seismicity with injection. These data seem to
con�rm that shallow and deep induced micro earthquakes occurring after
the 1980 are correlated to local injection rates, after a certain time lag
Stark (1992, 2003); Smith et al. (2003); Enedy et al. (1992). For exam-
ple, Stark (1992) showed that plumes of micro-earthquakes are clustered
around many injection wells, and the seismic activity around each of these
wells correlates with its injection rate.

The Geysers zone is subdivided into two seismicity source zones named
ZONE1 and ZONE2 (dashed lines in �gure 1.4). The separation argu-
ments are supported by Beall et al. (2010); Stark (2003); Beall and Wright
(2010). A di�erence in the seismicity distribution has been also noted by
Eberhart-Phillips and Oppenheimer (1984). All the authors observed that
the southeastern part of the Geysers reservoir is seismically less active than
the northwestern where seismicity extends to greater depth. The di�er-
ences was basically ascribed to a depth variation in the high-temperature
(260-360° C) vapor-dominated reservoir. Speci�cally, Beall and Wright
(2010) identi�ed a net �M ≥ 4.0 dividing line� which separates the whole
area into two di�erent seismic areas.

The northeastern area contains all the earthquakes with magnitude
larger than 4.0, whereas the southeastern one is characterized by lower
magnitude earthquake. Convertito et al. (2012) have also observed two
di�erent zones in the Geysers area by analyzing b-values of the Gutten-
berg and Richter (1944) relationships for the two areas using Utsu (1992)
test.
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Figure 1.4.: Seismicity map of Geysers geothermal area.

Di�erent temporary and long-term seismic networks have been deployed
in The Geysers geothermal �eld during the last �ve decades. At present,
local seismicity is monitored by the dense Lawrence Berkeley National
Laboratory Geysers/Calpine (BG) surface seismic network and with some
nearby stations of the Northern California Seismic Network (NCSN). The
BG network consists of 32 three-component stations, 29 of which were
used for the present study (�gure 1.4, red triangles). The BG stations are
distributed in an area of about 20x10 km2, covering the entire geothermal
�eld. Each station was initially equipped with I/O Sensor SM-6 geophones
with a natural frequency of 14 Hz. In Fall 2009 these instruments were
replaced successively by Oyo GS-11D 4.5 Hz sensors. The BG stations
operate in trigger mode, and the waveform segments recorded since the
end of July 2007 are made available at the Northern California Earthquake
Data center (NCEDC) and the same data set is used in the present studies.
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2. Seismic hazard basics

2.1. Seismic hazard

Seismic hazard refers to the study of expected earthquake ground motions
at the earth's surface, and its likely e�ects on existing natural conditions
and man-made structures for public safety considerations. The results of
such studies are generally published as seismic hazard curves or maps,
which identify the relative motion of di�erent areas on a local, regional or
global basis.
Thus seismic hazard is used to determine their risks, which are assessed

and included in such areas as building codes for standard buildings, de-
signing larger buildings and infrastructure projects, land use planning and
determining insurance rates. It should be noticed that seismic hazard and
risk are two di�erent terms which are generally confused as one. Seis-
mic risk uses the results of a seismic hazard analysis, and includes both
consequence and probability. Seismic risk has been de�ned for most man-
agement purposes, as the potential economic, social and environmental
consequences of hazardous events that may occur in a speci�ed period of
time.
Seismic Risk (SR) is de�ned by the degree of loss to a particular event

i and the likelihood of Hi, equation 2.1

(RS)i = V ×Hi× E (2.1)

where vulnerability (V) is de�ned by the expected degree of loss (0 <
V<1) due to a destructive event, where: 0 means no loss and 1 means total
loss and Hi is the hazard for the ith event and E is exposition which signi�es
the location of the element placed at risk. Seismic risk is a combination of
hazard, vulnerability and exposition, see �gure 2.1.
High hazard is not always high-risk! A building located in a region

of high seismic hazard is at lower risk if it is built to sound seismic engi-
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Figure 2.1.: Seismic risk is based on a combination of hazard (H) ,vulner-
ability (V) and exposition (E).

neering principles. On the other hand, a building located in a region with
a history of minor seismicity, in a brick building located on �ll subject to
liquefaction can be at high or higher risk.
The seismic hazard studies are categorized in two types, deterministic

seismic hazard and probabilistic seismic hazard. Before discussing these
two types of hazard analysis lets have a look on some basics de�nitions
which are used in hazard analysis mentioned in next section.

2.2. Basic de�nitions

� Earthquake: sudden release of stored strain energy in the earth's
crust and propagation energy from the source in the form of shock
waves in all directions. The earthquakes can vary from small, mod-
erate to large catastrophic. Earthquakes are generally comment is
�An earthquake occurred in Irpinia� which means that Irpinia was
the center of damage.

� Ground motion: is an earthquake property or characteristic which
results in shaking of ground in vertical and horizontal direction.
Ground motion can be de�ned as peak ground displacement, velocity
and acceleration.

� Spectral acceleration: is approximately what is experienced by a
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building, as modeled by a particle on a massless vertical rod having
the same natural period of vibration as the building.

� Response spectrum: is simply a plot of the peak or steady-state
response (displacement, velocity or acceleration) of a series of oscil-
lators of varying natural frequency, that are forced into motion by
the same base vibration or shock. The resulting plot can then be
used to pick o� the response of any linear system, given its natural
frequency of oscillation.

� Earthquake damage: a destructive physical e�ect on a natural or
arti�cial structures. Examples are the e�ects of seismic shaking on
a building ( e.g. broken windows, spalled concrete on columns or
broken equipment and piping.)

� Seismic hazard curve: a graphical curve depicting the frequency
(the number of earthquakes or events per unit time - usually per year)
with which selected values of a seismic hazard such as ground motion
amplitude are expected to occur (or, more typically, are expected to
be exceeded).

� Damage function: a relationship between levels of damage and
the corresponding levels of shaking. For example, with this function,
the damage to a structure for a given ground motion input can be
estimated. Damage functions can be derived either empirically or
analytically.

� Loss function: a relationship between monetary or human loss (for
example, the number of causalities) and earthquake damage or levels
of ground shaking. Loss may be estimated directly from ground mo-
tion amplitudes, either in monetary units or as a fraction of building
value, or the levels of damage can be estimated �rst, and then the
loss from the estimated damage can be calculated.

� Aleatory (or Random) uncertainty: the probabilistic uncer-
tainty that is inherent in a random phenomenon and cannot be re-
duced by acquiring additional data or information. In the past, this
type of uncertainty has been called randomness or inherent variabil-
ity.
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� Epistemic (or Knowledge) uncertainty: that uncertainty that
results from lack of knowledge about some model or parameter. This
type of uncertainty can be reduced, at least conceptually, by addi-
tional data or improved information. In the past this uncertainty
has also been called statistical or professional uncertainty, or simply
uncertainty.

� Recurrence interval: the mean (average) time between occur-
rences of a given type of earthquake . For example, an earthquake
of a speci�ed magnitude on a fault or in a region.

� Return period: the mean (average) time between occurrences of a
seismic hazard. For example, a certain ground motion at a site, or a
certain level of damage or loss.

� Exposure time: the mean (average) time for which a structure is
exposed to certain seismic hazard.

� De-aggregation: statistical decomposition of a hazard to show the
relative contribution by magnitude, distance and ground motion de-
viation.

2.3. Deterministic seismic hazard analysis (DSHA)

Deterministic approach develops scenario for a particular earthquake: an
earthquake with speci�ed size, occurring in a speci�ed location - which is
assessed based on ground motion at the site of interest. A possible result of
deterministic seismic hazard analysis could be: the earthquake hazard at
site at X is a peak ground acceleration of 0.5g (50% of the acceleration of
gravity) resulting from the occurrence of magnitude 6.5 earthquake on fault
Y at the distance of 10 km. Thus this analysis requires 3 basic elements;
an earthquake source (fault Y), a controlling earthquake of speci�ed size
(magnitude 6.5) and the means of determining hazard, in this case peak
ground acceleration (0.5g), at the speci�ed distance (10 km) to the site.
Standard deterministic methodology consists of the following steps (�gure
2.2):
Step 1 is to identify a source or several possible sources that may a�ect

the site. Con�guration of individual sources can by points, lines, areas or
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Figure 2.2.: Main steps for deterministic seismic hazard analysis.

volume, depending on the source type and the possibility to de�ne them
geologically.
Step 2 is to select the so-called control earthquake. Seismic potential

of each seismic source, as described in Step 1, depends on the maximum
earthquake that can be generated in the source. This can be the ex-
pected earthquake, the maximum credible earthquake or any other type
of earthquake. Selection of the speci�c criterion is one of the most im-
portant elements in determining the conservatism level. Responsibility for
this control earthquake choice is immense and this constitutes the most
vulnerable part in the deterministic analysis. Earthquake magnitude and
epicentral intensity are commonly used to de�ne the size (which here can
be: duration, magnitude, maximum acceleration, etc..) of the earthquake.
In addition to these sizes, there is the requirement of selecting the most ap-
propriate de�nition of distance, which is the distance (usually the nearest)
between the source and location. One of these hypothetical earthquakes
will be the control earthquake, an earthquake that generates indices (in-
tensity, peak acceleration, relative speed, predominant period, etc.) which
will dominate the e�ects of other earthquakes. This earthquake will be
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considered to be the most important in de�ning the seismic hazard. In
this stage several control earthquakes can be used because it is not always
clear which event is associated with the largest movement of land at the
site of interest. This can happen when a seismic source is as important
as other, or when using multiple parameters of the site terrain in de�ning
the seismic hazard (e.g, maximum acceleration, maximum relative veloc-
ity, maximum relative displacement, the fundamental period, maximum
spectral acceleration, etc.).

Step 3 is the determination of earthquake e�ect, usually some type
of ground-motion (e.g, maximum acceleration, maximum relative velocity,
maximum relative displacement, the fundamental period, maximum spec-
tral acceleration, etc.), at the site. Typically this is done by means of an
earthquake ground-motion prediction equations which provides estimates
of ground motion for an earthquake of a given magnitude at di�erent dis-
tances by means of a curve �tted to observed data. If not determined
in Step 2, the controlling earthquake is de�ned based on resulting in the
largest ground motion.

Step 4 is the de�nition of hazard at the site. In the most cases it is the
direct output of step 3 . This is usually a simple statement to the e�ect
that the hazard at the site is a speci�c peak ground acceleration, velocity
or other measure that describes earthquake e�ect.

Expressed in these 4 compact steps, DSHA appears to be very simple
procedure and in many respect it is. When applied to the structures for
which failure could have catastrophic consequences, such as nuclear power
plant and large dams, DSHA provides a straight forward framework for
evaluation of worst-case ground motions. However it does not provide any
information on the likelihood of occurrence of the controlling earthquake,
the likelihood of its occurrence, the level of ground shaking that can be ex-
pected during the �nite period of time or the e�ect of uncertainties in the
various steps required to compute the resulting ground motion character-
istics. Perhaps the most important, DSHA involves subjective decisions,
particularly regarding earthquake potential (step 1), that can require the
combined expertize and opinions of seismologists, geologists, engineers,
risk analysts, economists, social scientists and government o�cials.
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2.4. Probabilistic seismic hazard analysis (PSHA)

Probabilistic approach, proposed by the pioneering work of Cornell (1968),
has become a standard method which is widely accepted and used world-
wide. The probabilistic approach allows uncertainties in the size, location,
and rate of recurrence of earthquake and in the variability of ground motion
characteristics with earthquake size and location to be explicitly consid-
ered in the evaluation of seismic hazards. It provides the frame-work in
which these uncertainties can be identi�ed, quali�ed, and combined in a
rational manner to provide a more complete picture of seismic hazard. It
consists of four basic steps (�gure 2.3), some of which partially overlap
with those of the deterministic approach (Reiter, 1990).
Stage 1 At this stage we de�ne seismic sources. It is generally similar

to the step 1 of deterministic analysis except that the sources are explicitly
de�ned as having a uniform seismic potential, i.e, the probability of occur-
rence of earthquakes or an earthquake by a certain size is the same in the
source. Sources may vary from well know fault to entire seismotectonics
province.
Stage 2 At this stage we de�ne recurrence seismic characteristics for

each source. This step is fundamentally di�erent from step 2 of the deter-
ministic analysis. Instead of checking the control earthquake or maximum
earthquake within each source, here each source is characterized by a recur-
rence relationship or a probability distribution of earthquakes occurrence.
A recurrence relationship indicates the probability of occurrence of a given
size earthquake, with the epicenter anywhere in the source, within a time-
frame, usually one year. Maximum earthquake is selected for each source.
Compared with the deterministic procedure, this earthquake is not only
the maximum considered earthquake, but the upper limit of the size of
earthquakes that will enter the analysis for each source considered.
Stage 3 Now estimate the earthquake e�ects at site location. In proba-

bilistic analysis a family of attenuation curves for each magnitude is used.
Each attenuation curve has its degree of uncertainty with the known data
set (curves M1, M2, M3 ... ).
Stage 4 Now integrate the entire range of magnitudes and distances for

each seismic source to obtain (in a particular location) probabilistic hazard
values in the form of cumulative distributions for parameters that describe
the movement of land. The e�ects of all earthquakes of various sizes,
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Figure 2.3.: Main stages of the probabilistic seismic hazard analysis (after
Reiter (1990)).
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produced in di�erent locations and di�erent seismic probabilities are inte-
grated into a single curve, which expresses the probability of exceedance in
a speci�ed time period, certain values of parameters describing the seismic
motion at the site of interest.
The proper performance of a PSHA requires careful attention to the

problems of source characterization and ground motion parameter predic-
tion. A PSHA requires that uncertainties in earthquake location, size,
recurrence and ground shaking e�ects be quanti�ed.

2.4.1. Earthquake source characterization

Characterization of earthquake source requires consideration of the spatial
characteristics of the source and of the distribution of earthquakes within
that source, of the distribution of the size for each source, and of the
distribution of the earthquakes with time. Each of these characteristics
involves certain degree of freedom.

Source e�ect

The geometry of source depends on the type of tectonic activity involved in
their formulation. For, example micro-earthquakes generated by drilling
process can be considered as point sources, well-de�ned fault planes on
which earthquakes can occur at many di�erent locations, can be consid-
ered as two dimensional areal sources. Areas where mechanism of earth-
quakes are poorly de�ned, or where there is extensive faulting to preclude
distinction between individual faults, can be treated as three-dimensional
volumetric sources.
In seismic hazard analysis, source zones may be similar to or somewhat

di�erent from actual source, depending on the relative geometry of the
source and site of interest and also on the quality of information of the
source. For example, relatively short fault in �gure 2.4a can be modeled as
point source since the distance between any point along its length and the
site is nearly constant. Similarly the depth of fault plane shown in �gure
2.4b is su�ciently small that the variations in hypocentral depth have little
in�uence on hypocenteral distance. In such a case the hazard analysis can
be simpli�ed with negligible loss of accuracy by approximating the planar
source as a linear source zone. If the available data are insu�cient to
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Figure 2.4.: Examples of di�erent source zone geometries: (a) short fault
can be modeled as point source; (b) shallow fault can be mod-
eled as linear source; (c) volumetric source zone.

determine the actual geometry of the source accurately, the source can be
considered as volumetric source zone shown in �gure 2.4c.
For each source zone, uncertainty in earthquake location is characterized

by a probability density function of source to site distance. Evaluation of
probability density function requires the estimation of the geometry of the
source zone and of the distribution of the earthquakes within it.

Magnitude contribution

After identifying and characterizing an earthquake source zone, the seis-
mic hazard analyst's attention is turned toward evaluation of the sizes of
earthquakes that the source can be expected to produce. Every source
zone is capable to produce maximum earthquake magnitude that rarely
exceed; it can be large for some and small for others. In general, a source
zone produces earthquakes of di�erent magnitude, with the smaller earth-
quakes occurring more frequently than larger ones. The distribution of
earthquake sizes is described by a recurrence law. In PSHA, it is assumed
that the recurrence law obtained from the past seismicity is appropriate
for the prediction of future seismicity (i.e. seismicity is assumed to be
stationary).
Gutenberg-Richter relationship Gutenberg and Richter in 1944, de-

veloped the recurrence law after analyzing seismic data from California.
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Figure 2.5.: Example of Gutenberg-Richter Law, representing a and b
value.

They grouped the events excelling certain magnitude threshold in that pe-
riod. Then they divided the number of events in each magnitude range by
the time length which can be de�ned a mean annual rate of exceedance,
λm of an earthquake of magnitude m. The resulting Gutenberg-Richter
Law is expressed in equation 2.2

λm = 10a−bm (2.2)

where, 10a is yearly number of earthquakes of magnitude greater than
equal to zero. b describes the relative likelihood of small and large events,
see �gure 2.5. As the b value increases number of larger magnitude earth-
quake decreases compared to those of smaller magnitude Guttenberg and
Richter (1944).
This standard Gutenberg-Richter relation covers an in�nite range of

magnitudes from −∞ to +∞. However all the earthquakes are not dam-
ageable. Moreover to compute PSHA minimum (mmin) and maximum
(mmax) magnitude of earthquake is required. Hence, if the earthquakes
smaller than the threshold magnitude (mmin) are eliminated the mean an-
nual rate of exceedence can be expressed as McGuire and Arabasz (1990):
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λm = νexp[−β(m−mmin)] (2.3)

The equation 2.3 can be de�ned as bounded Gutenberg-Richter rela-
tionship, where ν = exp(α − βmmin), α = aln(10) and β = bln(10). The
probability distribution of magnitude for Gutenberg-Richter relationship
(conditioned to magnitude larger than mmin) can be expressed as cumula-
tive density function (CDF) (equation 2.4)

FM (m) = P [M < mmax|M > mmin] =
λmmin − λm
λmmin

= 1− exp[−β(m−mmin] (2.4)

or as probability density function (equation 2.5):

fM =
d

dm
FM (m) = βexp[−β(m−mmin] (2.5)

On the other side the standard Gutenberg-Richter relation predicts nonzero
mean rate of exceedance. If maximum magnitude mmax, associated with
each zone is known or can be estimated, the mean annual rate of exceedance
(McGuire and Arabasz, 1990) can be expressed as;

λm = ν
exp[−β(m−mmin)]− exp[−β(mmax −mmin)]

1− exp[−β(mmax −mmin)]
(2.6)

The equation 2.6 is called bounded recurrence law. The CDF and PDF
for the Gutenberg-Richter law with upper and lower bounds can be ex-
pressed as:

FM (m) = P [M < m|mmin ≤ m ≤ mmax] =
1− exp[−β(m−mmin)]

1− exp[−β(mmax −mmin)]
(2.7)

fM (m) =
βexp[−β(m−mmin)]

1− exp[−β(mmax −mmin)]
(2.8)

30



2.4. Probabilistic seismic hazard analysis (PSHA)

Figure 2.6.: Example showing conditional probability of exceeding a partic-
ular value of ground motion parameter for a given magnitude
and distance.

2.4.2. Ground-motion prediction equations (GMPE)

This is one of the most essential part of seismic hazard analysis. This
section will be discussed in more detail in chapter 4. The GMPEs are
functional relationships computed from regression techniques to predict
ground motion parameters (PGA, PGV and SA) for di�erent magnitude
at di�erent distance ranges. It is generally de�ned as :

Y = Af(m)f(r)f(m, r)f(s)σ (2.9)

where, A is constant, f(m) is function of magnitude (source e�ect), f(r)
is the function of distance (path e�ect), f(m, r) is a combined function
of magnitude and distance, f(s) is the function of local site e�ect and
σ is the total uncertainty on the predicted ground motion parameter Y.
In PSHA the probability that a particular ground motion parameter Y
exceeds the y*for an earthquake of given magnitude M and occurring at
certain distance R is represented in a �gure 2.6
In probabilistic term it is expressed in equation 2.10

P [Y > y ∗ |m, r] = 1− Fy(y∗) (2.10)

where, Fy(Y ) is the value of CDF of Y at m and r. The value of Fy(Y )
depends on the probability distribution used to represent Y. In general, it
is assumed that ground motion parameters have log-normal distribution,
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2. Seismic hazard basics

however the unbounded characteristics of that distribution can attribute a
non zero probability to unrealistic values of the ground motion parameter,
thus a additional parameter ε is introduced.

2.4.3. Earthquake occurrence model

The distribution of occurrence of earthquakes in given time must be con-
sidered to calculate probabilistic seismic hazard analysis. One of the most
common and popular model to describe the temporal occurrence of the
earthquakes is Poisson model which evaluate the probability of occurrence
of the event as Poisson process. The Poisson process has following prop-
erties:

� The number of occurrence in one time interval are independent of
the number that occurs in any other time interval.

� The probability of occurrence during a very short time interval is
proportional to the length of the time interval.

� The probability of more than one occurrence during a very short
time interval is negligible.

These properties shows that the events of Poisson process occur randomly,
with no �memory� of time, size or location of any preceding event. The
probability of a random variable n is equal to N, representing the number
of particular event during the given interval described by Poisson process
is given by equation 2.11

P [N = n] =
µne−µ

n!
(2.11)

where µ is the expected average number of occurrence of the event.
The temporal distribution of earthquakes for PSHA, can be expressed by
Poisson model as

P [N = n] =
(λt)ne−λt

n!
(2.12)

where λ is the average rate of occurrence of the event and t is the time
period of interest. The probability of occurrence of at least one event in a
period of time t is given by equation 2.13
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2.4. Probabilistic seismic hazard analysis (PSHA)

P [N ≥ 1] = P [N = 1] + P [N = 2] + . . .

+P [N =∞] = 1− P [N = 0] = 1− e−λt (2.13)

Thus Poisson model can be combined with a suitable recurrence law to
predict the probability of at least one exceedance in a period of t years by
the expression 2.14

P [N ≥ 1] = 1− e−λt (2.14)

There are several model like Non-homogeneous Poisson models (e.g.,
Vere-Jones and Ozaki (1982), Time predictable models, slip-predictable
models, Markov models etc. Each of the more sophisticated models uses a
�pattern� of the earthquake occurrence to reconcile their computed proba-
bilities with the mechanism of the elastic rebound process of the earthquake
generations. As a result an extra information is required for each of the
models which should be evaluated from historical and instrumental seis-
micity records that are too sparse for accurate evaluation. But with the
time and availability of more data from advanced instruments use of other
sophisticated models will increase.

2.4.4. Probabilistic seismic hazard computation

Probabilistic seismic hazard is generally expressed as a curve which indi-
cates the frequency of exceedance of di�erent ground motion parameters.
These can also be used to compute the probability of exceeding the se-
lected ground motion parameter in speci�c period of time. Seismic hazard
curve can be obtained for individual source zones and combined to express
the aggregate hazard at a particular site.
For a given set of earthquakes, the probability that the ground motion

parameter Y will exceed a particular value y* can be computed using the
total probability theorem, that is equation 2.15:

P [Y > y∗] =

˚
P [Y > y∗|m, r, ε]fM (m)fR(r)fε(ε)dmdrdε (2.15)

where m, r are magnitude and distance that in�uence Y, P [Y > y∗|m, r]
is obtained from GMPE's and fM (m) , fR(r), and fε(ε) are probability
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2. Seismic hazard basics

density functions for the magnitude and distance, respectively. If the num-
ber of potential sources in the region are say Ns and each of them has an
average rate of threshold magnitude exceedance, νi[= exp(αi−βim0)], the
total average exceedance rate for the region will be expressed as

λy∗ =
NS∑
i=1

νi

˚
P [Y > y∗|m, r, ε]fMi(m)fRi(r)fε(ε)dmdrdε (2.16)

The individual components of the equation 2.16 are for realistic PSHAs,
but these complicated integrals cannot be evaluated analytically. Numeri-
cal integrations can be performed with di�erent techniques. One approach
suggested here is, to divide the possible ranges of magnitude and distances
into NM and NR segments, respectively. The average rate of exceedance
can be estimated by

λy∗ =
NS∑
i=1

NM∑
j=1

NR∑
k=1

νiP [Y > y∗|mj , rk, ε]fMi(mj)fRi(rk)fε(ε)4m4r4ε

(2.17)
where mj = m0 + (j − 0.5)(mmax − mmin)/NM ,rk = rmin + (k −

0.5)(rmax − rmin)/NR,4m = (mmax − mmin)/Nm, and 4r = (rmax −
rmin)/NR and 4ε = ε/Ns. This is equivalent to assuming that each
source is capable of generation only NMdi�erent earthquakes of magni-
tude mj at only NR, di�erent source to site distances, rk. Equation 2.17is
then equivalent to

λy∗ ≈
NS∑
i=1

NM∑
j=1

NR∑
k=1

νiP [Y > y∗|mj , rk, ε]P [M = mj ]P [R = rk]P [ε] (2.18)

The accuracy of the equation increases with NM , NR and Nε. The
seismic hazard curve can be easily combined with equation 2.14 to get the
probability of exceedance of y* in the particular time period.

2.5. Deterministic Vs Probabilistic approach

Now the question arises which approach is better and when? Sometimes
it is one of the most controversial and di�cult question faced by those
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2.5. Deterministic Vs Probabilistic approach

de�ning standards for the use of earthquake hazard analysis .While there
is a world wide trend among scientists and engineers toward probability
criteria, the situation is by no means clear. In many cases the question
has been rephrased so that the issue is not �weather� but rather �to what
extent� a particular approach should be used.
The deterministic approach provides a clear and track-able method of

computing seismic hazard whose assumptions and elements are easily dis-
cerned and can be examined by their own merits. It provides engineers
and other users with understandable scenarios that can be related to the
problem at the hand. However, because it deals with discrete controlling
events and has no open or formal way of accounting for uncertainty it
tends to disregard the frequency of earthquake occurrence and can lead to
wrong assumption that there is no uncertainty. Conclusion based on de-
terministic seismic hazard analysis can be easily upset by the occurrence of
new earthquakes and the development of new hypotheses and understand-
ing. On the other hand, probabilistic seismic hazard analysis is capable of
including and integrating a wide range of information and judgment and
their associated uncertainties into the �exible framework that also permits
the application of societal goals and priorities. Unfortunately its highly
integrative nature can obscure those elements which derives the results, its
highly quantitative nature can lead to false impressions of accuracy and it
open embrace of uncertainty that can make decision-making di�cult.
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3. Inversion techniques

3.1. What is an inverse problem ?

An inverse problem is a general approach which is used to convert ob-
served measurements into information about a physical object or system
that we are interested in. For example, if we have measurements of the
Earth's gravity �eld, then we might ask the question: "given the data that
we have available, what can we say about the density distribution of the
Earth in that area?" The solution to this problem (i.e. the density dis-
tribution that best matches the data) is useful because it generally tells
us something about a physical parameter that we cannot directly observe
(Menke (1990)). Thus, inverse problems are some of the most important
and well-studied problems in science and mathematics.
The forward problem can be conceptually formulated as follows:
Data � Model�Model parameters
The inverse problem is considered the "inverse" to the forward problem

which relates the model parameters to the data that we observe:
Model parameters � Model � Data
The transformation from data to model parameters (or vice versa) is a

result of the interaction of a physical system with the object that we wish
to study. In other words, it relates the physical quantity (i.e. the model
parameters) to the observed data.
There are di�erent techniques to solve inverse problem (linear and non-

linear) and we will discuss some of them which are of our interest and
within the scope of this thesis.

3.2. Linear regression analysis (LRA)

Linear regression aims to model the relationship between two variables by
�tting linear (straight line) equation to the observed data. A linear model
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3. Inversion techniques

can be expressed as

y = m0 +m1x+ ε (3.1)

where y is dependent variable, x is independent variable, m0 and m1

are the model parameters and ε is the total standard error on �t which is
estimated with least square method, Draper and Smith (1996). Any linear
model can be formulated as

d = Gm (3.2)


y1
y2
.
.
yn

 =


1 x1
1 x2
. .
. .
1 xn


[
m0

m1

]
(3.3)

where d is dependent variable (observed data) matrix, G is matrix of
independent variable and m is model parameter matrix. These matrices
are solved to explore the values ofm0 andm1. Hence the model parameters
can be computed by expression:

m = G−1d (3.4)

If G is not a square matrix then equation 3.4 can be expressed as:

m = [GTG]−1GTd (3.5)

We can try to understand more with an example of simple linear model.

log(Y ) = a+ bm+ clog(r) (3.6)

This equation is a linear model known as ground motion prediction equa-
tion (see chapter 2 and 4), where Y is a ground motion parameter (such as
peak ground velocity (PGV) or peak ground acceleration (PGA) or spec-
tral acceleration(SA)) that has been recorded by the set of stations for a
set of earthquakes and m is magnitude (account for source e�ect) and r is
the source-to-site distance, accounts for geometrical spreading. In order to
understand the dependency of Y on m and r, we will solve the equation
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3.3. Magnitude and distance dependencies

Table 3.1.: Linear regression Coe�cients with uncertainties analysis for
equation 3.6

Parameter a± σa b± σb c± σc σtotal
PGA (m/s2) −2.9403± 0.0298 1.1558± 0.0101 −2.0339± 0.0245 0.3856

3.6 and estimate the model parameters a, b and c. The equation 3.6 can
be arranged as matrix:


log(Y1)
log(Y2)

.

.
log(Yn)

 =


1 m1 log(r1)
1 m2 log(r1)
. . .
. . .
1 mn log(rn)


 a
b
c

 (3.7)

This matrix is easy to solve and obtained the model parameters and with
any combination of magnitudem and distance r the value of any considered
ground motion parameter (say PGA or PGV ) can be predicted.
After using the data from 212 earthquakes of The Geysers area (see

chapter 4) and solving the matrix shown above, parameters with their
respective uncertainties obtained for PGA are listed in table 3.1.
The model is plotted in �gure 3.1 and is obtained by setting m=2.5 and

r, distance ranges from 0.4 through 20 km. It can be clearly observed
from uniformed residual distribution that model �ts quite well to observed
data. The residuals here are de�ned as logYobserved-data - logYpredicted-data

The model predicts very high unexpected values at short distances for
small-to-moderate magnitude earthquakes.

3.3. Magnitude and distance dependencies

The above discussed model (equation 3.6) depends on the magnitude m

and distance r . But we can also check the dependency of the model or
data only on the distance or on the magnitude by �xing the e�ect of one
or another. The details are discussed below.
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3. Inversion techniques

Figure 3.1.: Fitting of model mentioned in equation 3.6 uniformed resid-
ual distribution that model �t quite well to observed data, but
predicts very high unexpected PGA values at short distances.
The model is obtained by setting m=2.5 and hypocentral dis-
tance ranges from 0.4 through 20 km.
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3.3. Magnitude and distance dependencies

Table 3.2.: Linear regression coe�cients with uncertainties for equation3.9
Parameter a± σa b± σb σtotal

PGA x r (m/s2) −3.7118± 0.0270 1.1329± 0.0116 0.4440

3.3.1. E�ect of magnitude

To understand the dependency of ground motion parameter (PGA) on the
magnitude we have to remove the e�ect of distance from the model, the
equation 3.6 can be rearranged as:

log(Y )− clog(r) = a+ bm (3.8)

if c is assumed -1, which corresponds to assuming that direct S-waves
carry peak ground acceleration and spherical geometrical spreading is as-
sumed. Thus we can recompute the model parameters a and b and can
see the linear dependency of PGA on magnitude. Thus the equation 3.8
can be re-written as

log(Y × r) = a+ bm (3.9)

the coe�cients are mentioned in table 3.2 and the �tting of the model
is shown in �gure 3.2. It can be clearly observed that when the e�ect
of distance is removed, PGA increases with magnitude. The larger the
magnitude (keeping the distance same), the larger will be the peak-ground
shaking.

3.3.2. E�ect of distance

In order to understand the dependency of ground motion parameter (PGA)
on the distance now we have to remove the e�ect of magnitude. Thus the
equation 3.6 can be rearranged as:

log(Y )− bm = a+ clog(r) (3.10)

where b parameter can be assumed as 1 which correspond to assuming
that peak ground accelerations are directly dependent on size of earthquake
(magnitude), and a and c can be recomputed through linear regression.
We can observe the increment or decrement of PGA with distance. The
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3. Inversion techniques

Figure 3.2.: Linear �t of the model mentioned in equation 3.9 showing
positive correlation between magnitude and PGA values and
uniform residual distribution signi�es goodness of the �t.

Table 3.3.: Linear regression coe�cients with uncertainties for
equation3.10.

Parameter a± σa b± σb σtotal
PGA - m (m/s2) −2.6030± 0.1652 −2.0136± 0.2004 0.3938

computed coe�cients with uncertainty for equation 3.10 are mentioned
in table 3.3. The �tting of the model is shown in �gure 3.3. It can be
observed that the PGA is linearly decreasing with distance. For the set of
magnitude value PGA decreases with increase in distance.
As it is observed in the �gure 3.1, the model mentioned in equation 3.6

predicts very high values of PGA at short distances, these values are as-
sumed to be unrealistic. This problem can be solve by including a �ctitious
parameter (h) with r (see equation 3.11 ).

log(Y ) = a+ bm+ clog(
√
r2 + h2) (3.11)

In many cases it (h parameter) is also regarded as �ctitious depth when r is
epicentral distance and it is introduced to avoid saturation with distance.
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3.3. Magnitude and distance dependencies

Figure 3.3.: Linear �t of the model mentioned in equation 3.10 showing
negative correlation between distance and PGA values and
uniform residual distribution signi�es goodness of the �t.

However, if r considered as hypo-central distance this parameter cannot
be regarded as �ctitious depth. In this case it should be considered just as
mathematical parameter which is used to avoid unwanted/unrealistic high
values of ground motion at smaller distances.

The introduction of the h parameter makes the empirical equation 3.11
a non-linear model, which requires a speci�c solution di�erent form the
matrix inversion. However, this equation can be solved by linearizion, by
�xing di�erent values of h and recomputing other 3 coe�cients (a, b, and
c) and total standard errors. The best h parameter value is decided by
minimum standard error and R2 (de�nes the goodness of the �tting of
model to observed data) statistics too (see table3.4) (Draper and Smith
(1996); Emolo et al. (2011); Joyner and Boore (1981)). Figure 3.4 shows
that at h=2.0 km total standard error is minimum. The corresponding
model together with residual distribution is shown in �gure 3.5 (for m=
2.5 and r ranges from 0.01 to 20 km) with blue curve. By comparing with
�gure 3.1, it is clear that problem of saturation at short distances is solved.
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3. Inversion techniques

Figure 3.4.: An example illustrating the choice of h parameter by mini-
mizing total standard error, with linear regression analysis for
equation 3.11.

Table 3.4.: Linear regression coe�cients with uncertainties for equation
3.11

Parameter a± σa b± σb c± σc h σtotal R2

PGA (m/s2) −2.6278 ± 0.0319 1.1606 ± 0.0101 −2.3480 ± 0.0280 2.0 0.3832 0.7801
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Table 3.5.: Coe�cients with uncertainties for equation 3.11, after non lin-
ear regression analysis. It is also shown that there is no signif-
icant improvement in model �tting as the total standard error
and R2 statistics are same.

Parameter a± σa b± σb c± σc h± σh σtotal R2

PGA (m/s2) −2.6347 ± 0.0659 1.1605 ± 0.0101 −2.3415 ± 0.0622 1.9752 ± 0.2105 0.3832 0.7801

3.4. Non-linear regression analysis (NLRA)

Non-linear regression is the form of regression analysis in which the ob-
served data are modeled by a function which is a nonlinear combination
of the model parameters and depends on one or more independent vari-
ables. (for further details see Draper and Smith (1996)). For example,
equation 3.11 is a non-linear model, if h is considered as a parameter to
be computed along with other parameters a, b, and c. Thus now there are
4 model parameters to be estimated instead of 3 parameters computed in
linear regression analysis. Table 3.5 lists the computed coe�cients with
uncertainty.
We can also compare the model �tting of linear regression with non

linear regression analysis. It is evident from comparison between table 3.4
and table 3.5, that model �tting has not improved after solving equation
3.11 with non-linear technique ( see �gure3.5 blue and red curve). The
standard deviation and the R2statistics de�nes the goodness of the �t of a
model to observed data. Thus these values are same in both cases hence the
NLRA has not improve the �t of the model to observed data as compared
to LRA.

3.5. Non-linear mixed e�ect regression analysis
(NLMRA)

This method is similar to non-linear regression but it has a special advan-
tage that it consider two e�ect on the non-linear problem i.e �xed e�ects
and random e�ects (mixed model) that is why it is also regarded as mixed
e�ect regression analysis, Lindstrom and Bates (1990). The mixed mod-
els are generally used for repeated measure data. It means that the data
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3. Inversion techniques

Figure 3.5.: Comparison of model mentioned in equation 3.11, computed
by linear regression (LR, blue curve), non-linear regression
(NLR, red curve) and non-linear mixed e�ect regression
(NLMR, black curve) for PGA. All the models have same
predictions and similar residual distribution shown in lower
panels.
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3.5. Non-linear mixed e�ect regression analysis (NLMRA)

is generated by observing a number of individual, which is repeating un-
der di�erent experimental conditions. Here individuals are considered as
a random sample from the population of interest. Thus the model based
on earthquake data to compute ground motion parameters can also be re-
garded as mixed model, Abrahamson and Youngs (1992). General form of
ground motion prediction model as mixed model can be represented as:

logYij = f(mi, rij , θ) + ηi + εij (3.12)

where Yij is ground motion parameter, f(m,r,θ) is the ground motion
prediction equation. m is the magnitude, r is the distance, θ is the vector
of model parameters , ηi is the random e�ect for ith earthquake and εij
is the error for jth recording from the ith earthquake and it is assumed
to be normally distributed. In other words ηi represents inter(between)-
event variations and εij represent intra(within)-event variations. The inter-
events residuals represent the average shift of the observed ground motion
from an individual earthquake, from the population median predicted by
the ground-motion model. The intra-event residuals represent the mis�t
between an individual observation at a station from the earthquake-speci�c
median prediction, which is de�ned as median prediction of the model plus
the inter-event term of earthquake (see �gure 3.6). Moreover the inter-
event and intra-event standard deviations of ground motion model repre-
sents earthquake-to-earthquake variability and record-to-record variability,
respectively. The inter-event and intra-event residuals are uncorrelated, so
the total standard deviation is de�ned as:

σtotal =
√
σ2inter−evet + σ2intra−event (3.13)

Further the inter-event residuals represents the average source e�ects and
also re�ects various factors like stress drop, variation of slip in time and
space which are not captured by including magnitude, focal mechanism and
source depth. Intra-event residual represents path and site e�ects (crustal
heterogeneity, geological structure and near surface layering) which modify
the waveform (in terms of amplitude and frequency) and are not captured
by distance metric and site classi�cation on the basis of average shear wave
velocity.
Thus we performed the NLMRA to solve equation 3.11 and to compare

the results with those of LRA and NLRA (see �gure 3.5). The regression
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3. Inversion techniques

Figure 3.6.: Inter(between)-events and intra(within)-events components of
ground motion variability (after Strasser et al. (2009)).
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3.5. Non-linear mixed e�ect regression analysis (NLMRA)

coe�cients with uncertainties are listed in table 3.6. The predictions of
NLMRA seems a little bit higher at short distances (black curve). How-
ever, there is not signi�cant change in standard deviation and R2 statis-
tics. It was important to perform statistical tests on mean values and
standard deviations to check whether their predictions (LRA, NLRA, and
NLMRA) are statistically di�erent or not. Thus T-test was done on mean
values and F-test on total standard deviations and we found that the null
hypothesis was failed to reject that means and standard deviations are
equal. Hence the standard deviations and means are statistically equal.
Thus all the models have same predictions. But NLMRA has one ad-
vantage that it splits total uncertainties into inter-event and intra-event
uncertainties which proved useful to study the source e�ect and site ef-
fects on ground-motion recordings separately. Hence from now onwards
we will concentrate will NLMRA. Thus we adopt the NLMRA technique
to retrieve the coe�cients of the GMPEs.
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4. Predicting ground motion and

seismic hazard

4.1. Ground motion

Ground motion is the movement of the earth's surface from earthquakes
or explosions. Ground motion is produced by waves that are generated by
sudden slip on a fault or sudden pressure at the explosive source and travel
through the earth and along its surface. In this chapter we will discuss
the important factors which a�ect the ground motion recordings and their
applicability in predicting seismic hazard. The ground motion recordings
depend on the source, path, site and the instrument as shown in �gure 4.1.
The recorded ground motion U(t) can be expressed as convolution of

Source A(t), path P(t), site S(t) and Instrument I(t) mentioned in equation
4.1

U(t) = A(t) ∗ P (t) ∗ S(t) ∗ I(t) (4.1)

A(t) describes the e�ect of the size and the nature of the earthquake,
P(t) describes the e�ect of the medium on the seismic wave traveling from
source to site, S(t) describes the e�ect of upper layer of soil and geology
of the recording site, I(t) describes the e�ect of recording instruments.
The seismic waves and the resulting ground motions are divided into

two general levels; weak motion, or small amplitude motion from the dis-
tant or small earthquakes and strong motion or large amplitude motion
from nearby or large earthquake. In seismic hazard analysis, estimates
of ground motion from natural earthquakes are de�ned in the context of
strong motion. This kind of motion is of interest to engineers and those
concerned with the e�ects of earthquakes on the society. Various factors
which a�ect ground motions are discussed in next section.
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4. Predicting ground motion and seismic hazard

Figure 4.1.: The sketch showing factors a�ection the ground motion
recordings.

4.1.1. Source factor

The earthquake source types e�ecting ground motion have been already
been de�ned in chapter 2. Apart from source classi�cation some of impor-
tant factors a�ecting the ground motion will be discussed in this section.

Magnitude

Magnitude is an empirical measurement of the size of an earthquake which
is approximately related to the energy released during the earthquake. The
ground shaking depends on the magnitude (energy released) if the distance
is constant for the earthquake of di�erent magnitudes. Magnitude can be
measured in di�erent scales local magnitude ML(calculated by using S or
surface waves), body wave magnitude mb(calculated by using P waves),
surface wave magnitude Ms (calculated by using Rayleigh waves), moment
magnitude Mw (calculated by using seismic moment). Most of the stud-
ies consider Mw accurate because it is related to the rupture area and
slip of the fault which strongly a�ect the ground motion recordings, see
Hanks and Kanamori (1979). The relationship between seismic moment
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and magnitude is reported in equation 4.2

Mw = 2/3 ∗ log(SeismicMoment)− 10.73 (4.2)

where the units of the moment are in dyne-cm.

Focal mechanism

The focal mechanism of an earthquake describes the inelastic deformation
in the source region that generates the seismic waves (Aki and Richards
(1980)). In the case of a fault-related event it refers to the orientation of
the fault plane that slipped and the slip vector and is also known as a
fault-plane solution. Focal mechanisms are derived from a solution of the
moment tensor for the earthquake, which itself is estimated by an analysis
of observed seismic waveforms. The focal mechanism a�ects the pattern
of "�rst motions", that is, whether the �rst arriving P-waves break up or
down. For example in case of reverse or thrust faulting where the compres-
sional stress is maximum, highest ground motion appears parallel to the
earth's surface and the crust is in state of compression. In case of normal
faulting ground motion is considered to be lower and the crust is said to be
in state of tension, with strike slip faulting, where maximum and minimum
compressional stress are parallel to the earth's surface the ground motion is
lower. Examples of high ground motion associated with reverse and thrust
faulting include the peak accelerations greater that 1.0g associated with
the 1971 San Fernando, California and the 1985 Nahanni, Northwest Terri-
tories, Canada earthquakes. The reason of increased ground motion during
reverse or thrust faulting may be due to the increase in the strength of the
crust (resistance of fault movement) when it is in a state of compression
resulting in higher localized stress drop (McGarr (1984)).

Radiation pattern

Radiation Pattern is the azimuthal distribution of amplitude of seismic
waves. Each wave has its own type of radian pattern. For example S-wave
radiation pattern from a strike slip fault is opposite (rotated by 45° in
azimuth) to that of P-wave. The strongest S-wave are generated in the
direction which is parallel and perpendicular to fault plane.
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(a) (b)

Figure 4.2.: Radiation Pattern P-wave (a) and S-wave(b) for a strike slip
fault.

In �gure 4.2 it can be observed that SH-wave are strongest in direction
where P-waves are weakest for strike-slip fault. The radiation patterns
are three dimensional so that fault geometry at depth and the location of
interest with respect to that geometry a�ects ground motion. For example,
a site several kilometers away from the earthquake with strike slip focal
mechanism would experience higher ground motion, if the fault rupture
surface directed toward the site than it would if the fault rupture were
perpendicular (Anderson and Luco (1983)). It is not only because the site
was closer to fault rupture but also because of di�erent vertical angle to
that surface.

Directivity

Earthquake directivity is the focusing of wave energy along the fault in
the direction of rupture. When a fault ruptures, unilaterally (with the
epicenter at or near one end of the fault break), the radiated waves are
stronger in the direction of propagation of rupture. Directivity is caused by
the constructive interference (piling up) of the S-waves, due to the rupture
propagation.
To understand directivity,see �gure 4.3, the fault rupture moves from

right to left (i.e. from B to A) from the epicenter. In this case the ground
motion is considered as a pulse, radiates outward all the direction. The
pulse which started earlier will spread the farthest, while the pulse started
latest will spread least. As they have generated at di�erent times, the

54



4.1. Ground motion

Figure 4.3.: A sketch showing the e�ect of directivity(after Del Mar Tech-
nical Associates 1979).

pulses tend to arrive close to the same time at receiver A (in the direction
of rupture propagation) because the pulses that started the latest have the
least distance to travel. At receiver B (opposite to the direction of rupture
propagation) the pulse started latest have more distance to travel, so that
the pulses generated from di�erent parts of rupture tend to arrive spread
out over the time. The constructive interference at site A will result in
ground motion ampli�cation. Thus in many cases the distance to the fault
is not the only consideration for ground motion amplitude but direction is
also important.

4.1.2. Path e�ect factor

The e�ects of travel path on ground motion are primarily related to at-
tenuation of seismic waves. Attenuation is de�ned as loss of energy (wave
amplitude) with distance. Two main responsible elements of attenuation
are discussed below.
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Geometrical spreading

It is the result of law of conservation of energy. As the wave front propagate
the surface area of the wavefront increases with distance but the energy all
over the area must be constant. Thus at larger distances the energy is lower
that at short distance. Hence, with the ever increase size of wavefront the
energy per unit area falls down. If the earth is considered as homogeneous
and isotropic medium, body waves would have spherical wavefront and
their amplitude would decrease as 1/R. Similarly, if earth is considered
as uniformly �at layered, surface wave would have cylindrical wave fronts
and their amplitudes would decrease 1/

√
R, where R is the source-to-site

distance.

Absorption (Damping)

Absorption indicates the attenuation due to medium properties, homoge-
neous or heterogeneous, isotropic or anisotropic. Generally, it is controlled
by sliding friction across the cracks, internal friction and grain bound-
ary e�ects which occur when seismic wave pass through rock (medium).
Even temperature play important role, when the rock is hot the absorption
is higher. The destructive interference due to scattering of waves in the
medium reduce the energy of propagating wave.
Knopo� (1964) de�ned the term quality factor,Q to quantify the lose of

energy of propagating wave in medium. The de�nition of Q is reported in
equation 4.3

1

Q
=
−4E
2ΠE

(4.3)

where ∆E is the loss of elastic energy per unit cycle and E is the peak
energy in that cycle. Q varies with wave type and also depends on rock
properties. The larger the Q value, smaller is the attenuation and vice-
versa. The Q also depend on the frequency of the wave, in equation 4.4 it
is de�ned by τ which quanti�es the rate of lose of energy with distance,

τ =
Πf

QV
(4.4)

where f is frequency and V is seismic wave velocity. Equation 4.4 indi-
cates that the increase in attenuation is directly proportional to frequency.
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Nutti (1981) utilized a simple frequency-dependent relationship, expressed
in equation 4.5

Q = Q0f
n (4.5)

where Q0 is Q at 1 Hz. and n varies from 0 to 1. Q, Q0 and n are
functions of medium properties and can vary from material to material
(region to region).

4.1.3. Site e�ect factor

Apart from the source and propagation medium the local site/geological
condition plays an important role on the ground motion recordings. Some
important factors are discussed below.

Impedance contrast

Impedance contrast is one of the most important reason of increase or de-
crease in the amplitude of ground motion at the surface. Aki and Richards
(1980) point out that impedance is the resistance to particle motion. For
horizontally polarized shear wave (SH) it can be de�ned as the product
of density (ρ), the shear wave velocity (β) and the cosine of the angle of
incidence (i). (see equation 4.6)

Z = β × ρ× cos(i) (4.6)

The angle of incidence, is usually small near earth's surface (according
to Snell's law) and its cosine can be assumed equal to one. The particle
velocity is inversely proportional to the square root of the impedance. As
the seismic wave passes through the region of increasing impedance, the
resistance to the motion increases and to preserve energy, the particle
velocity and therefore the amplitude of the seismic wave will decrease or
vice-versa.

Topographic e�ect

When the seismic wave encounters sharp change in impedance some of
the energy is lost in transmission and other in re�ection. And some times
these re�ected and transmitted waves get trapped with in the bed and
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4. Predicting ground motion and seismic hazard

produce reverberations. This e�ect is maximum when reverberating wave
are in phase with each other. This is also termed as resonance and is also
frequency dependent. In the simplest case the maximum reverberation
occurs when the wavelength of the waves are four times the thickness of
the layer in which waves are trapped. In other words, for shear waves the
frequency which is ampli�ed the most is that which is equal to β/4h where
the β is shear wave velocity and h is the thickness of the rock bed in which
the wave is trapped (Reiter (1990)).

Nonlinear response of soil

Nonlinearity is that phenomenon which is related to the changes in soil
properties and therefore changes in soil response as the level of ground
motion changes (increase or decrease). Nonlinearity of soil response is also
called strain dependence, because the strain the soil goes through during
an earthquake increases with the level of stress or ground motion. The
strains generated by earthquakes can be large in near �eld, which can
be of the order of 10=4 to 10=3, for example see Berrill (1975). These
strains reduce the shear modulus (and consequently the shear-wave veloc-
ity) and increase the damping ratio (e.g. Seed and Idriss (1969); Hardin
and Drnevich (1972)). Such non-linear behavior of soils are capable of
explaining the di�erence between expected high ampli�cations due to site
e�ects and the lower ampli�cations recorded in large earthquakes, Seed
and Idriss (1969). Thus there are several factors a�ect the ground mo-
tion recordings. Hence it is important to consider all these factor while
developing a ground motion prediction equation. In next section we will
discuss the case of Geysers geothermal area which is vapor dominated area
and induced seismicity is involved. we will see how the above discussed
factor (source, medium and site e�ects) play a key role in ground motion
recordings in the Geysers geothermal area.

4.2. Ground motion prediction equations
(GMPEs) in �The Geysers� geothermal area.

Some of the common regression techniques have be discussed chapter in
3. Here we will focus on the NLMRA (Lindstrom and Bates (1990) and
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4.2. Ground motion prediction equations (GMPEs) in �The Geysers� geothermal area.

Abrahamson and Youngs (1992)) as we know that it includes both �xed
e�ect and random e�ects and it permits to account for both inter-event
and intra-event dependencies on data. We have adopted the technique
proposed by Emolo et al. (2011) to introduce a �rst-order site/station
e�ect correction. First, a model is retrieved, which does not include station
e�ects and represent the reference model. Second, a �rst-order correction is
introduced for station e�ects based on the Z-test of the residual distribution
at each station with respect to reference model. This corrected model is
the �nal model. Details are discussed in next sections.

4.2.1. Data description and processing

To do any kind of analysis the most important part is to create database
(here is induced seismicity records). As mentioned in chapter 1, di�er-
ent temporary and long-term seismic networks have been deployed in The
Geysers geothermal �eld during the last �ve decades. At present, local
seismicity is monitored by the dense Lawrence Berkeley National Labora-
tory Geysers/Calpine (BG) surface seismic network and with some nearby
stations of the Northern California Seismic Network (NCSN). The BG net-
work consists of 32 three-component stations, 29 of which were used for
the present study (black triangles �gure 4.4 ).
The BG stations are distributed in an area of about 20x10 km2, covering

the entire geothermal �eld. Each station was equipped with I/O Sensor
SM-6 geophones with a natural frequency of 14 Hz. In Fall 2009 these
instruments were replaced successively by Oyo GS-11D 4.5 Hz sensors.
The BG stations operate in trigger mode, and the waveform segments
recorded since the end of July 2007 are made available at the Northern
California Earthquake Data center (NCEDC). We retrieved waveforms for
the period 1 September 2007 through 15 November 2010, associated the
traces with the events from the NCEDC catalog, and prepared a subset
of the data for regression analysis. The selected waveforms, correspond to
212 earthquakes (dots in �gure 4.4) with a focal depth of less than 5 km.
This depth has been selected considering that, the earthquakes observed
at depths larger than 5 km are natural earthquakes. The hypocentral dis-
tance ranges from 0.5 km to 20 km, and the magnitude range is 1.3 ≤ Mw

≤ 3.3. For the largest portion of earthquakes analyzed in this study, the
NCEDC catalog provides a duration magnitude MD as magnitude mea-
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(black triangles) used for regression analysis in the present
study.
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Figure 4.5.: (a) Regression model (solid line) for computing moment mag-
nitude, Mw, from the duration magnitude MD with standard
deviation of 0.08 are plotted along (dashed lines) and (b) the
scatter plot showing the hypocentral distance and magnitude
range used for regression analysis.

sure. However, in order to obtain results compatible with other studies
and suitable for seismic hazard analysis purposes, we converted MD into
moment magnitudes Mwusing a linear relationship retrieved by using Mw

data provided by Douglas et al. (2013) is mentioned in equation 4.7 below.

Mw = 0.473(±0.035) + 0.900(±0.017)MD (4.7)

The data used and the least-squares �tting with standard deviation
(0.08) are shown in �gure 4.5a, and �gure 4.5b is showing the scatter
plot of the hypocentral distance and magnitude used for the present study.
To analyze the best quality data, waveforms with signal-to-noise ratio

larger than 10 in the whole analyzed frequency range, which is 0.5 Hz to
35 Hz are selected. Instrument correction to the waveforms within same
frequency band is applied. The mean and the trend are also removed. Then
zero phase shift and 4 poles butter-worth �lter in the frequency band 0.7 Hz
and 35 Hz was applied. Most of the processing is done using SAC (Seismic
Analysis Code). Further, to measure the correct values of the selected
ground-motion parameters we have cut the waveforms in a speci�c time-
window around the event, starting at the origin time and ending at the time
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4. Predicting ground motion and seismic hazard

corresponding to 98% of total energy contained in waveform which are also
tapered with a 0.1 taper width with cosine window. Once the time window
has been selected, PGV is measured as the largest value among the two
horizontal components. The waveforms are then di�erentiated and �ltered
in a frequency band ranging between 0.7 Hz and 35 Hz (to avoid the high
frequency noise added while di�erentiation) to measure PGA and the 5%
damped spectral ordinates SA(T) at T = 0.2s, 0.5s and 1s, which, as for
PGV, correspond to the largest value among two horizontal components.
An example of processed waveforms are shown in �gure 4.6.

4.2.2. Regression analysis using NLMRA

After obtaining the peak ground motion parameters, di�erent GMPEs were
tested. In particular, the �rst model (MOD1) has the following formula-
tion:

Log10(Y ) = a+ bMw + cLog10(
√
R2
hypo + h2) (4.8)

where Y represents either PGV expressed in m/s, PGA or SA(T) at T
= 0.2s, 0.5s and 1.0s, both expressed in m/s2, respectively. The model
in equation 4.8 accounts for the source e�ect through the moment mag-
nitude Mw and geometrical spreading through the hypocentral distance
Rhypo (expressed in km). The h parameter (in km) is introduced to avoid
unrealistic high values at short distances (e.g., Joyner and Boore (1981))
(see chapter 3). The inferred coe�cients along with the uncertainties are
listed in Table 4.1.
We are analyzing data collected in a geothermal area which is contin-

uously perturbed through �uid injection and, as a consequence, can be
highly fractured. Thus it is physically reasonable to expect that an-elastic
attenuation could also play a key role. Therefore, we introduce an addi-
tional linear term depending on the distance, which leads to the model
de�ned by following equation 4.9 (MOD2):

Log10(Y ) = a+ bMw + cLog10(
√
R2
hypo + h2) + dRhypo (4.9)

Using the same dataset as the one used to retrieve MOD1, the NLMRA
is performed. The obtained coe�cients along and their uncertainties are
listed in table 4.2.

62



4.2. Ground motion prediction equations (GMPEs) in �The Geysers� geothermal area.

(a)

(b)

(c)

Figure 4.6.: The three component original waveforms (a), curve used to
point mark between 0 to 98% of energy contained in waveform
(b), cut and instrument corrected �ltered (0.7 to 35 Hz) wave-
forms to measure appropriate peak ground motion parameters
(c).
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Although we veri�ed through an F-test that the coe�cient d in equa-
tion 4.9 is statistically signi�cant, looking at the R2 -value and at the total
standard deviation, it does not improve the global �tting with respect
to MOD1. Hence, in accordance with the Occam's razor or lex parsimo-
niae (e.g., MacKay (2003)) it is decided to choose the MOD1 rather than
MOD2 as the best reference model, as it is described by a less number of
parameters.
The qualitative �t of MOD1 as function of hypocentral distance is shown

in �gure 4.7 for PGV, PGA and SA(T) at T = at 0.2s , 0.5s and 1.0s and
for the magnitudes Mw 1.0, 2.0 and 3.0, together with the inter-event and
intra-event residuals of the models on entire data set.

4.2.3. Residual analysis and estimation of station e�ect factor
and corrected model

As mentioned in the introduction, we have adopted the technique proposed
by Emolo et al. (2011) to introduce a �rst-order site/station e�ect correc-
tion. It should be noted that the correction must be intended in a broader
sense with respect to the standard site-e�ect because it is not based on
the Vs30 values which are not available for the stations used in present
study. Moreover, when the Vs30 database obtained from the topography
(Wald and Allen (2007)) is investigated (see Data and resources section)
The Geysers area falls in C-category soil type of National Earthquake Haz-
ard Reduction Program (NEHRP) classi�cation (Building Seismic Safety
Council, 2000 and 2004).
To overcome these problems, we analyzed the residuals distribution at

each station obtained using the reference model MOD1 as shown in �gures
4.8, 4.9, 4.10, 4.11, 4.12 for PGV, PGA and SA(T) at T = 0.2s, 0.5s and
1.0s, respectively. In particular at each station in these �gures, a panel
shows residual distributions, while b panel shows residual as a function of
hypocentral distance at each station. The value of slope of the �ts is also
mentioned in b panel. Through Z-test, we tested the null hypothesis of a
Gaussian zero-mean distribution at 95% level of con�dence. We assume
that a deviation from the expected zero-mean value can be reasonably
ascribed to a site/station e�ect which can be corrected by using dummy
correction factor. Indeed, due to the assumed de�nition of the residual
(log10YObserved � log10YPredicted) a positive deviation from the zero-mean

66



4.2. Ground motion prediction equations (GMPEs) in �The Geysers� geothermal area.

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

S
A

(T
=

0
.2

s
) 

(m
/s

2
)

0.5 1 2 5 10 20

Hypocentral distance (km)

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

S
A

(T
=

0
.2

s
) 

(m
/s

2
)

0.5 1 2 5 10 20

Hypocentral distance (km)

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

S
A

(T
=

0
.2

s
) 

(m
/s

2
)

0.5 1 2 5 10 20

Hypocentral distance (km)

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

S
A

(T
=

0
.2

s
) 

(m
/s

2
)

0.5 1 2 5 10 20

Hypocentral distance (km)

Mw = 1.0

Mw = 2.0

Mw = 3.0

0
10
20
30
40
50
60
70
80
90

C
o

u
n

ts

−3 −2 −1 0 1 2 3

Residuals

Inter−Event (This study)

0
100
200
300
400
500
600
700
800
900

−3 −2 −1 0 1 2 3

Residuals

Intra−Event (This study) 

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

P
G

A
 (

m
/s

2
)

0.5 1 2 5 10 20

Hypocentral distance (km)

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

P
G

A
 (

m
/s

2
)

0.5 1 2 5 10 20

Hypocentral distance (km)

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

P
G

A
 (

m
/s

2
)

0.5 1 2 5 10 20

Hypocentral distance (km)

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

P
G

A
 (

m
/s

2
)

0.5 1 2 5 10 20

Hypocentral distance (km)

Mw = 1.0

Mw = 2.0

Mw = 3.0

0
10
20
30
40
50
60
70
80
90

C
o

u
n

ts

−3 −2 −1 0 1 2 3

Residuals

Inter−Event (This study)

0
100
200
300
400
500
600
700
800
900

−3 −2 −1 0 1 2 3

Residuals

Intra−Event (This study) 

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

S
A

(T
=

0
.5

s
) 

(m
/s

2
)

0.5 1 2 5 10 20

Hypocentral distance (km)

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

S
A

(T
=

0
.5

s
) 

(m
/s

2
)

0.5 1 2 5 10 20

Hypocentral distance (km)

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

S
A

(T
=

0
.5

s
) 

(m
/s

2
)

0.5 1 2 5 10 20

Hypocentral distance (km)

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

S
A

(T
=

0
.5

s
) 

(m
/s

2
)

0.5 1 2 5 10 20

Hypocentral distance (km)

Mw = 1.0

Mw = 2.0

Mw = 3.0

0
10
20
30
40
50
60
70
80
90

C
o

u
n

ts

−3 −2 −1 0 1 2 3

Residuals

Inter−Event (This study)

0
100
200
300
400
500
600
700
800
900

−3 −2 −1 0 1 2 3

Residuals

Intra−Event (This study) 

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

P
G

V
 (

m
/s

)

0.5 1 2 5 10 20

Hypocentral distance (km)

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

P
G

V
 (

m
/s

)

0.5 1 2 5 10 20

Hypocentral distance (km)

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

P
G

V
 (

m
/s

)

0.5 1 2 5 10 20

Hypocentral distance (km)

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

P
G

V
 (

m
/s

)

0.5 1 2 5 10 20

Hypocentral distance (km)

Mw = 1.0

Mw = 2.0

Mw = 3.0

0
10
20
30
40
50
60
70
80
90

C
o

u
n

ts

−3 −2 −1 0 1 2 3

Residuals

Inter−Event (This study)

0
100
200
300
400
500
600
700
800
900

−3 −2 −1 0 1 2 3

Residuals

Intra−Event (This study) 

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

S
A

(T
=

1
.0

s
) 

(m
/s

2
)

0.5 1 2 5 10 20

Hypocentral distance (km)

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

S
A

(T
=

1
.0

s
) 

(m
/s

2
)

0.5 1 2 5 10 20

Hypocentral distance (km)

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

S
A

(T
=

1
.0

s
) 

(m
/s

2
)

0.5 1 2 5 10 20

Hypocentral distance (km)

1e−08

1e−07

1e−06

1e−05

0.0001

0.001

0.01

0.1

1

10

S
A

(T
=

1
.0

s
) 

(m
/s

2
)

0.5 1 2 5 10 20

Hypocentral distance (km)

Mw = 1.0

Mw = 2.0

Mw = 3.0

0
10
20
30
40
50
60
70
80
90

C
o

u
n

ts

−3 −2 −1 0 1 2 3

Residuals

Inter−Event (This study)

0
100
200
300
400
500
600
700
800
900

−3 −2 −1 0 1 2 3

Residuals

Intra−Event (This study) 

Figure 4.7.: The regression model for magnitude 1.0 (solid line), 2.0
(dashed line) and magnitude 3.0 (dotted line) w.r.t hypocen-
tral distance. The gray dots represent entire data set. Up-
per panels shows respective inter-event and intra-event resid-
ual distribution of respective ground motion parameters PGV,
PGA, SA at 0.2s, 0.5s and 1.0s.
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4. Predicting ground motion and seismic hazard
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Figure 4.8.: Single station residuals distribution. (a) shows residual his-
tograms and (b) refers to the distribution of residuals as a
function of hypocentral distance for model MOD1 (i.e., the
reference model), at each station for PGV. The slope of linear
�t to residuals at each station is also mentioned.68



4.2. Ground motion prediction equations (GMPEs) in �The Geysers� geothermal area.

a

b

−3

0

3

R
e

s
id

u
a

ls ACR

0.0270

AL1

0.0296

AL2

0.0081

AL3

0.0295

AL4

0.0253

−3

0

3

R
e

s
id

u
a

ls AL5

0.0321

AL6

0.0130

BRP

0.0359

BUC

0.0176

CLV

0.0407

−3

0

3

R
e

s
id

u
a

ls DES

0.0058

DRK

0.0217

DVB

0.0052

EPR

0.0077

FNF

0.0091

−3

0

3

R
e

s
id

u
a

ls FUM

0.0331

HBW

0.0191

HER

0.0223

JKR

0.0257

LCK

0.0424

−3

0

3

R
e

s
id

u
a

ls MCL

0.0319

MNS

0.0175

PFR

0.0234

RGP

0.0031

SB4

−0.0080

−3

0

3

R
e

s
id

u
a

ls

0 5 10 15 20 25

Hypocent. distance (km)

SQK

0.0174

0 5 10 15 20 25

Hypocent. distance (km)

SSR

0.0177

0 5 10 15 20 25

Hypocent. distance (km)

STY

0.0123

0 5 10 15 20 25

Hypocent. distance (km)

TCH

0.0217

0 5 10 15 20 25

Hypocent. distance (km)

0

25

50

C
o

u
n

ts ACR AL1 AL2 AL3 AL4

0

25

50

C
o

u
n

ts AL5 AL6 BRP BUC CLV

0

25

50

C
o

u
n

ts DES DRK DVB EPR FNF

0

25

50

C
o

u
n

ts FUM HBW HER JKR LCK

0

25

50

C
o

u
n

ts MCL MNS PFR RGP SB4

0

25

50

C
o

u
n

ts

−3 −2 −1 0 1 2 3

Residuals

SQK

−3 −2 −1 0 1 2 3

Residuals

SSR

−3 −2 −1 0 1 2 3

Residuals

STY

−3 −2 −1 0 1 2 3

Residuals

TCH

−3 −2 −1 0 1 2 3

Residuals

Figure 4.9.: Same as �gure 4.8 but for PGA.
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Figure 4.10.: Same as �gure 4.8 but for SA(T) at T = 0.2s.
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4.2. Ground motion prediction equations (GMPEs) in �The Geysers� geothermal area.
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Figure 4.11.: Same as �gure 4.8 but for SA(T) at T = 0.5s.
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Figure 4.12.: Same as �gure 4.8 but for SA(T) at T = 1.0s.
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4.2. Ground motion prediction equations (GMPEs) in �The Geysers� geothermal area.

value can be interpreted as an underestimation of the model prediction
with respect to the observations, while a negative deviation is to be in-
terpreted as an overestimation of the model prediction. Thus by Z-test in
terms of both value and sign, at each station we assigned a dummy variable
s whose value is -1,0, or +1 depending on the mean residual value nega-
tive, zero or positive which allows to recover the observed residual deviation
from expected zero mean value. Speci�cally, we assign a 0 coe�cient at
all the stations with zero-mean residual (predictions are on average equal
to the observed), a +1 coe�cient at stations having a positive deviation
from zero (mean residuals value is greater than zero, that is, predictions
underestimate the observations), and a =1 coe�cient at stations having a
negative deviation from zero (mean residuals value is less than zero, that
is, predictions overestimate the observations). The addition of this new
parameter in the reference model provides the corrected regression model.
The value of s parameter with station code and coordinates, and number
of observations (Nobs) are listed in table 4.3 for PGV, PGA and SA(T) at
T = 0.2s, 0.5s and 1.0s, respectively.
The retrieved s parameter along with a new coe�cient e are then used

to set up an updated model, that is, the corrected model (hereafter named
MOD3), which is formulated as:

Log10(Y ) = a+ bMw + cLog10(
√
R2
hypo + h2) + es (4.10)

The inferred coe�cients and their uncertainties are listed in table 4.4.
It can be noted that, after considering the site/station e�ect, the total

standard deviation is reduced and the residuals distribution at each station
is improved as their maxima are centered on zero (see �gures 4.13, 4.14,
4.15, 4.16, 4.17 for PGV, PGA and SA(T) at T = 0.2s, 0.5s and 1.0s,
respectively).
It is also worth noticing that there is a considerable improvement in

intra-event standard deviation while there is no signi�cant change in inter-
event standard deviation. This could be ascribed to the fact that intra-
event residuals are associated with all those factors that are not captured
by the distance metric and site classi�cation, Atik et al. (2010) hence
con�rming the e�ectiveness of the technique proposed to site/station cor-
rection. Furthermore in order to test the e�ectiveness of the formulation
of obtained model, we have also analyzed the distribution of residuals as

73



4. Predicting ground motion and seismic hazard

Table 4.3.: Site correction parameters for PGV, PGA and SA at 0.2s, 0.5s
and 1.0s.

Station Name Latitude(°) Longitude(°) Nobs S(PGV) S(PGA) S(SA@0.2s) S(SA@0.5s) S(SA@1.0s)

1 ACR 38.837 -122.76 202 0 1 -1 -1 -1

2 AL1 38.838 -122.883 179 -1 -1 0 1 -1

3 AL2 38.816 -122.898 180 -1 -1 -1 -1 -1

4 AL3 38.828 -122.857 201 1 -1 1 1 1

5 AL4 38.839 -122.836 184 -1 -1 -1 0 -1

6 AL5 38.84 -122.869 208 -1 -1 1 1 1

7 AL6 38.8 -122.861 199 -1 -1 -1 1 0

8 BRP 38.855 -122.797 181 -1 -1 1 -1 -1

9 BUC 38.823 -122.835 197 -1 -1 1 1 1

10 CLV 38.838 -122.79 209 1 -1 1 1 1

11 DES 38.768 -122.699 191 1 1 1 1 1

12 DRK 38.788 -122.803 209 1 1 1 1 1

13 DVB 38.764 -122.681 173 -1 -1 -1 -1 -1

14 EPR 38.747 -122.693 151 1 1 -1 1 1

15 FNF 38.771 -122.766 204 1 1 -1 -1 -1

16 FUM 38.793 -122.788 211 1 1 1 1 1

17 HBW 38.859 -122.876 172 -1 -1 -1 1 1

18 HER 38.845 -122.914 104 1 1 1 1 1

19 JKR 38.801 -122.76 209 -1 -1 -1 -1 -1

20 LCK 38.82 -122.742 191 -1 -1 -1 -1 0

21 MCL 38.855 -122.823 182 1 1 1 1 1

22 MNS 38.792 -122.717 206 1 1 1 1 1

23 PFR 38.753 -122.745 199 -1 1 -1 -1 -1

24 RGP 38.878 -122.811 157 -1 -1 -1 -1 -1

25 SB4 38.809 -122.829 202 1 1 1 1 1

26 SQK 38.823 -122.81 203 1 1 1 1 1

27 SSR 38.74 -122.711 180 -1 -1 1 1 1

28 STY 38.813 -122.781 200 -1 -1 -1 -1 -1

29 TCH 38.783 -122.737 167 1 1 1 1 1
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4.2. Ground motion prediction equations (GMPEs) in �The Geysers� geothermal area.
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4. Predicting ground motion and seismic hazard
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Figure 4.13.: Same as �gure 4.8 but for model MOD3(corrected model)
PGV. There is an improvement in the model after site cor-
rection as now the maxima of residual are centered at zero.
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4.2. Ground motion prediction equations (GMPEs) in �The Geysers� geothermal area.
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Figure 4.14.: Same as �gure 4.9 but for model MOD3(corrected model)
PGA. There is an improvement in the model after site cor-
rection as now the maxima of residual are centered at zero.
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4. Predicting ground motion and seismic hazard
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Figure 4.15.: Same as �gure 4.10 but for model MOD3(corrected
model),SA(T) at T = 0.2s. There is an improvement in the
model after site correction as now the maxima of residual are
centered at zero.
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4.2. Ground motion prediction equations (GMPEs) in �The Geysers� geothermal area.
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Figure 4.16.: Same as �gure 4.11 but for model MOD3(corrected
model),SA(T) at T = 0.5s. There is an improvement in the
model after site correction as now the maxima of residual are
centered at zero.
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4. Predicting ground motion and seismic hazard
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Figure 4.17.: Same as �gure 4.12 but for model MOD3(corrected model),
SA(T) at T = 1.0s. There is an improvement in the model af-
ter site correction as now the maxima of residual are centered
at zero.
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4.2. Ground motion prediction equations (GMPEs) in �The Geysers� geothermal area.

a function of hypocentral distance and magnitude. No signi�cant trend is
observed but as shown in �gure 4.18 , for all the ground motion parame-
ters, subset of negative residuals from distance between 6 km through 15
km moved to zero MOD3 is used.
The �t of model MOD3 is plotted in �gure 4.19, 4.20 and 4.21 corre-

sponding inter-event and intra-event residuals are also shown. The solid
line curves correspond to best model (MOD3) obtained in present study
are plotted by setting the site/station correction parameter s = 0, that is,
for rock site condition for the magnitude Mw = 1.5, 2.5 and 3.1.
When predictions have to be made at sites other than those used in the

present study, we suggest to use MOD3 with s = 0 but adding the contri-
bution of the site-e�ect using corrective coe�cients (e.g. Borcherdt (1944);
Cantore et al. (2010)). In the same �gures 4.19, 4.20 and 4.21 we have com-
pared the model AB11(Atkinson and Boore (2011)) with Vs30=760m/s for
B/C site conditions. As a general consideration, the model AB11 tends to
overestimate the observed values for smaller magnitude. But with increase
in magnitude there is a good match between both models (MOD3 and
AB11).
This �nal model (MOD3) is applicable with in the range of 20 km of

hypocentral distance.

4.2.4. Analysis of station-wise standard deviations

Following Atkinson (2006), we analyzed the standard deviations of the
residuals distribution at individual stations before and after site/station
correction. The average of these station speci�c values for all the stations
weighted by the number of observations per station, are shown in �gure
4.22 (for PGV) and are compared with the standard deviation of the re-
gression obtained from the entire multi-station database (29 stations). The
value of weighted mean and total standard deviations are also mentioned
in the �gure 4.22. The gap between weighted mean standard deviation and
total standard deviation is reduced when MOD3 is used. Similar results
are observed for PGA, SA(T) at T = 0.2s, 0.5s and 1.0s. (see �gures 4.23,
4.24, 4.25, 4.26). The standard deviation at all the stations is lower than
that corresponds to the regression model except at station CLV, which is
higher than the other stations. This can be due to other e�ects related to
the local geological conditions underneath the station which are not fully
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4. Predicting ground motion and seismic hazard
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Figure 4.18.: Distribution of residuals as function of hypocentral distance
(left) and magnitude (right). Gray dots are showing residuals
from MOD3 and black crosses are the residuals from MOD1.
It can be clearly observed that the subset of negative data
(black crosses) from distance 6 km to 15 km has shifted to-
ward zero which further indicates the improvement in MOD3
after introducing site/station e�ect correction parameter.
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4.2. Ground motion prediction equations (GMPEs) in �The Geysers� geothermal area.
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Figure 4.19.: Fitting of model MOD3; solid line, comparison with
site/station correction parameter s 0; dashed line, compari-
son with model AB11; �tting for magnitudes Mw ≥3.0, 2.0 <
Mw < 3.0, and Mw ≤2.0, with corresponding inter-event and
intra-event residuals for PGV and PGA. For smaller magni-
tude events, model AB11 overestimates, but with increases
in magnitude the predictions of AB11 match our �nal model
(MOD3).
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4. Predicting ground motion and seismic hazard

Figure 4.20.: Same as �gure 4.19 �tting for magnitudes Mw ≥3.0, 2.0
< Mw < 3.0, and Mw ≤2.0, with corresponding inter-event
and intra-event residuals for SA at 0.2s, SA at 0.5s. For
smaller magnitude events, model AB11 overestimates, but
with increases in magnitude the predictions of AB11 match
our �nal model (MOD3).
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4.2. Ground motion prediction equations (GMPEs) in �The Geysers� geothermal area.

Figure 4.21.: Same as �gure 4.19 �tting for magnitudes Mw ≥3.0, 2.0
< Mw < 3.0, and Mw ≤2.0, with corresponding inter-event
and intra-event residuals for SA at 1.0s. For smaller magni-
tude events, model AB11 overestimates, but with increases
in magnitude the predictions of AB11 match our �nal model
(MOD3).

85



4. Predicting ground motion and seismic hazard

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

S
ta

n
d
a
rd

 d
e
v
ia

ti
o
n

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

Station

0.2677

0.332

PGV (m/s)MOD3

ACR AL1 AL2 AL3 AL4 AL5 AL6 BRP BUC CLV DES DRK DVB EPR FNF FUM HBWHER JKR LCK MCL MNS PFR RGP SB4 SQK SSR STY TCH

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

S
ta

n
d
a
rd

 d
e
v
ia

ti
o
n

0.2732

0.377

PGV (m/s)MOD1

Figure 4.22.: Comparison of standard deviation at each station with stan-
dard deviation obtained using complete data for PGV. The
dashed line shows weighted mean value of standard deviation
over all stations, while the solid line shows the overall stan-
dard deviation. Introduction of site correction parameter has
improved the model as the gap between weighted mean stan-
dard deviation and overall standard deviation has reduced in
MOD3 as compared with MOD1. The respective standard
deviations are written in the �gure.
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Figure 4.23.: Same as �gure 4.22 but for PGA.
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Figure 4.24.: Same as �gure 4.22 but for SA (T=0.2s).
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Figure 4.25.: Same as �gure 4.22 but for SA (T=0.5s).

89



4. Predicting ground motion and seismic hazard

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

S
ta

n
d
a
rd

 d
e
v
ia

ti
o
n

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

Station

0.2440

0.342

SA(T=1.0s) (m/s2)MOD3

ACR AL1 AL2 AL3 AL4 AL5 AL6 BRP BUC CLV DES DRK DVB EPR FNF FUM HBWHER JKR LCK MCL MNS PFR RGP SB4 SQK SSR STY TCH

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

S
ta

n
d
a
rd

 d
e
v
ia

ti
o
n

0.2445

0.374

SA(T=1.0s) (m/s2)MOD1

Figure 4.26.: Same as �gure 4.22 but for SA (T=1.0s).
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Figure 4.27.: Distribution of inter-event residuals obtained from MOD3
with respect to event-depth the positive trend indicate the
increase in stress drop with depth. The same trend is ob-
served for all ground motion parameters. The slope of the
�tted line is mentioned in the �gure.
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4. Predicting ground motion and seismic hazard

accounted by the introduced correction.

4.2.5. Interpretation on inter-event residuals

Finally, using MOD3, we have also analyzed the inter-event residual distri-
bution. Indeed, as reported by Atik et al. (2010), the inter-event residuals
account for the in�uence of source features that are not properly cap-
tured by the considered predictor variables (magnitude and distance in
the present study). These features are for example the stress drop or the
variation of slip in space and time. It could thus be interesting to analyze
the dependency of the inter-event residual value as function of depth. As
shown in �gure 4.27, for all the ground motion parameters we observe only
a slight positive trend of inter-event residuals w.r.t. event depth which is
reported in each panel. Among other possible explanations, such as a
variation in rigidity modulus due to the heterogeneities present in a highly
fractured medium, following the interpretation proposed by McGarr (1984)
the results could indicate that there is a possible increase in the stress drop
with depth.

4.3. Ground motion prediction equation for
combined data sets from six geothermal
areas.

The work discussed here is the part of the work done in Douglas et al.
(2013). In this work various ground-motion datasets of induced and nat-
ural seismicity (from Basel, Geysers, Hengill, Roswinkel, Soultz and Vo-
erendaal) are compiled and processed and the moment magnitudes for all
events are computed homogeneously. These data are used to show that
ground motions from induced and natural earthquakes cannot be statis-
tically distinguished. Empirical GMPEs are derived from these data and
it is shown that they have similar characteristics to some recent GMPEs
for natural and mining-related seismicity but the standard deviations are
higher. Subsequently stochastic models, to account for epistemic uncer-
tainties, are developed based on a single corner frequency and with pa-
rameters constrained by the available data. Predicted ground motions
from these models are �tted with functional forms to obtain easy-to-use
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4.3. Ground motion prediction equation for combined data sets from six geothermal areas.

GMPEs. These are associated with standard deviations derived from the
empirical data to characterize the aleatory variability. As an example, it
is demonstrated the potential use of these models using data from Campi
Flegrei. But here we will con�ned our discussion related to GMPE's, fur-
ther details are beyond the scope of the thesis. More details can be found
in the article by Douglas et al. (2013). Some details of the Data sets used
from above discussed geothermal area are mentioned below.

4.3.1. Basel

The Basel is a 200°C reservoir with depth of 5 km, beneath the city. This
EGS project was proposed to provide up to 3MW in electrical produc-
tion and 20MW thermally. To monitor seismicity in this region a dense
network of surface sensors (Swiss Seismological Service, SED; Baden Wüt-
temberg Seismological Service, LED) and bore-hole sensors (Geo Explor-
ers Ltd.) was deployed. The surface instruments of the SED are either
STS-2 broadband seismometers or episensor accelerometers geographically-
oriented. Through microzonation studies of Havenith et al. (2007) and site
investigations undertaken as part of a probabilistic seismic hazard study
for nuclear power facilities in Switzerland (Fah et al. (2009)) the site con-
ditions are well known. Basel lies on a sedimentary basin some several-
hundred meters thick. Time-averaged shear-wave velocity down to 30m
(VS30) of the sites around Basel tends to be around 400m/s (NEHRP site
class C), although rock-site stations at greater distances were also used for
determination of magnitudes. The borehole sensors of Geo Explorers Ltd.
are short-period geophones with a natural frequency of around 5Hz and a
damping coe�cient of 0.2. We only use those geophones which are located
on the surface for the ground-motion analysis, while the borehole data
were included in the magnitude determination. Some instruments were of
unknown orientation, so all data are rotated to the direction of maximum
amplitude. All events in the Basel dataset are geothermal-induced events,
located by the SED. Data were corrected for the amplitude and phase
response of the instrument and di�erentiated to provide acceleration time-
series.
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4. Predicting ground motion and seismic hazard

4.3.2. Campi Flegrei

Campi Flegrei caldera is a volcanic area, which includes part of the metropoli-
tan area of Naples (southern Italy), one of most densely populated areas
in Europe. It is a large depression (with a radius of about 6 km) formed
by huge ignimbritic eruptions, the last one having occurred 15,000 years
ago (Deino et al. (2004)). This area is also a�ected, for the past two
thousand years at least, by episodes of large uplift and subsidence, as tes-
ti�ed by marine ingression levels in Roman and Middle-Age monuments
and ruins (Dvorak and Mastrolorenzo (1990)). Started in 1969, unrest
episodes has caused maximum uplift of about 3.5m in 15 years ( peak
rate of about 1m/year) and, after about ten years of stable ground level,
restarted in 1982 until 1984. During this �nal period maximum uplift
rates were recorded by leveling networks and tide gauges (De Natale et al.
(2006)) and more than 15,000 micro-earthquakes , with magnitudes in the
range 0-4.2, occurred (De Natale and Zollo (1986)). Such earthquakes
were strongly felt by the population, as they were shallow, with maximum
depths of 34 km, but no signi�cant damage was observed (De Natale et al.
(1988)). In January 1984, a digital network owned by the University of
Wisconsin, was installed at Campi Flegrei, consisting of 13 digital, three-
component stations with a 125-250Hz sampling rate (e.g. Aster et al.
(1989)). The catalog analyzed here contains the data presented in the
aforementioned papers, with the addition of other records that were not
analyzed at that time.

4.3.3. Geysers

We analyzed induced seismicity at Geysers between August 2007 and
February 2011. For the study region there are waveforms of more than
11,000 located events with magnitudes larger than 1.0 available from the
NCEDC. The largest earthquake recorded was the January 4, 2009,Mw 4.3
event. The data was associated with events from the NCEDC earthquake
catalog, updated the meta data for all traces, and automatically re-picked
the P-wave �rst arrival times for quality control. Be cause di�erent mag-
nitude types (MD, ML and Mw) are used in the original catalog, moment
magnitude has been recomputed here for all the events with M 1.5 (any
scale). To compile a representative subset for this study, we divided the
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4.3. Ground motion prediction equation for combined data sets from six geothermal areas.

available range of catalog magnitude in bins 0.25 units wide. Within each
bin, we selected those ten events with the most validated P-wave picks at
BG stations to ensure accurate locations and high-quality waveforms.

4.3.4. Hengill

Ground-motion data used here are recorded close to the Hengill (south-
western Iceland) geothermal system by a temporary broadband network
installed within the framework of the I-GET FP6 project Jousset and Fran-
cois (2006). The temporary network operated from late June until mid-
October 2006 and consisted of seven Guralp Systems broadband instru-
ments (CMG3-ESP and CMG40TD) distributed to monitor and explore
the Hengill hydrothermal system. In addition, data from the three stations
(Lennartz 5s instruments) of the SIL permanent seismic network operated
by the Icelandic Meteorological O�ce (IMO) nearest Hengill (KRO, HEI
and SAN) were also collected for this study. Some basic site descriptions
are available for the temporary stations, which show variations; however,
it is assumed that the stations are all located on rock be cause of the
general geology of the Hengill area (shallow volcanic soils overlying lava
of various ages). Jousset and Francois (2006) report previous studies sug-
gesting that cooling, mostly due to natural heat loss, and consequential
thermal contraction and cracking in the heat source are responsible for
the continuous small-magnitude seismicity in the Hengill area. This was
deduced by the non-double-couple focal mechanisms with large explosive
components, which may be attributable to �uid �ow into newly formed
cracks. The earthquake catalog of IMO was queried to �nd those earth-
quakes with moment magnitudes larger than Mw1.0 that were recorded by
one or more of the ten instruments installed in the Hengill region. The ac-
celeration time-histories (derived by time-domain di�erentiation from the
velocity measurements recorded by the broadband sensors) corresponding
to these earthquakes were selected.

4.3.5. Roswinkel

The Roswinkel (north-eastern Netherlands) is a natural gas �eld, situated
in a heavily-faulted anticline structure in Triassic sandstones at a depth
of around 2.1 km. The �eld was in production from 1980 to 2005, while
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seismicity was observed from 1992 to 2006. There were 39 earthquakes
in total with a strongest event of magnitude ML = 3.4 and epicentral
intensity I0 = VI. The seismicity that occurred so far has been associated
with existing faults on top of the reservoir (Dost and Haak (2007); Van Eck
et al. (2006)). The dataset of strong-motion from 27 events recorded at
the Roswinkel village obtained with SIG AC-23 sensors are used in this
study.

4.3.6. Soultz

The Soultz is a collaborative French-German project and geothermal ex-
ploitation began in the late 1980s. The �rst subterranean circulation of
water using the drilled boreholes was achieved in the late 1990s. The
boreholes are about 5 km deep and various reservoir stimulations were
undertaken in the �rst decade of this century. The data from three per-
manent three-component surface stations (FOR, OPS and SRB) installed
by Ecole et Observatoire des Sciences de la Terre (EOST) of the Univer-
sity of Strasbourg in 2003 is used here, with lose to the injection wells of
the EGS (Charlety et al. (2007)). These stations record amplitudes pro-
portional to ground velocity which is then converted to acceleration by
di�erentiation and application of the calibration factor. The records are of
injection experiments conducted in 2003. A high-quality earthquake cata-
log was provided by EOST. Since the recorded events are all induced in the
geothermal reservoir the records are associated with similar hypocentral
distances.

4.3.7. Voerendaal

The Roer Valley is an active rift system in the Lower Rhine Embayment
in the border area of the Netherlands, Belgium and Germany (Dost and
Haak (2007)). Most of the seismicity in the area is situated within the
Roer Valley Graben and associated to its main bounding faults: the Peel
Boundary Fault to the north-east and the Feldbiss Fault to the south-
west. The village of Voerendaal is located on the South Limburg Block,
south-west of the Feldbiss Fault. The region around Voerendaal has shown
anomalous swarm-like seismicity at relatively shallow depths (around 3 to
8 km). A �rst swarm was detected in 1985 which lasted for more than a
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month. Nine events were located, the largest of them was of magnitude ML
= 3.0 with maximum epicentral intensity I0 = IV. On December 20, 2000
a new swarm activity started. This time the swarm lasted for more than a
year, with 139 detected events and a strongest event with magnitude ML
= 3.9 with intensity I0 = VI. The dataset used in this study comprises
136 events from the Voerendaal area between April 1999 and August 2009.
The waveforms consist of both short-period recordings from the regional
seismic network (Willmore Mk III sensors) and accelerometeric recordings
from within the Voerendaal village, where since the start of the second
swarm three SIG AC-23 strong motion sensors were deployed.

4.4. Regression analysis

Before computation of GMPEs ANOVA test (Douglas et al. 2013) was
done to support the idea of mixing all dataset together to generate a com-
mon GMPEs for all geothermal areas. These GMPEs allow the scaling
of ground motions with respect to magnitude and distance to be studied
and compared to those predicted by the stochastic model (Douglas et al.
(2013)). In addition, di�erences between ground motions from di�erent ar-
eas are investigated. Thirdly, the predictions are compared to those made
by existing GMPEs derived from data from moderate and large earth-
quakes, specially those by: Ambraseys et al. (2005) (AB05), Bommer et al.
(2007) (BM07) and Massa et al. (2008) (MS08), to see whether such mod-
els can be extrapolated to the prediction of shaking from small events. The
GMPEs are derived using NLMRA (Lindstrom and Bates (1990); Abra-
hamson and Youngs (1992)), which accounts for between (inter)-event and
within (intra)-event variabilities (Atik et al. (2010)) (see chapter 3). Only
records with rhypo < 50 km are used. The model selected for regression
(Model 1) has a standard functional form (equation 4.11), accounting for
�rst-order e�ects of magnitude-scaling, near-source saturation, geometrical
spreading and anelastic attenuation:

ln(Y ) = a+ bM + cln(
√
r2hypo + h2) + drhypo (4.11)

where Y is the response variable corresponding to PGA, PGV or PSA at
various structural periods (in SI units) and a, b, c, d and h are regres-
sion coe�cients. Coe�cients obtained from the regression analysis along
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with their uncertainties and the two principal components of the standard
deviation are reported in table 4.5 for PGA, PGV and PSA for three se-
lected periods, for both uncorrected data and corrected data for site e�ect.
The coe�cients for periods up to 0.5s are also listed in table 1, 2 of the
appendix A.

The magnitude-scaling of the derived GMPEs (coe�cient b) closely
match the magnitude dependencies reported by Douglas and Jousset (2011)
from previous empirical GMPEs derived using data from small (Mw<3)
natural and mining-related earthquakes (their �gure 1), thereby suggesting
that the magnitude-scaling of induced, mining and natural seismicity are
comparable. Comparing the coe�cient b of the GMPEs for PGV with the
coe�cients for PGA and PSA shows that PGV for small events is asso-
ciated with very high frequencies and hence the method of Bommer and
Alarcon (2006) to estimate PGV from PSA(0.5s) is not recommended for
such earthquakes. The regression coe�cients c and d indicate fast decay
with distance, which should be attributable to strong an-elastic attenuation
(i.e. low Q values). Except at high frequencies, the total standard devia-
tion obtained from the regression on site-corrected data is lower than that
corresponding to uncorrected data, which shows that the site e�ect con-
tributes signi�cantly to ground-motion variability. It should be noted that
the high frequency site correction may actually reintroduce some source
variability that was e�ectively hidden by the site attenuation (κ). Con-
sequently we observe an increase in total σ at high frequencies including
PGA and PGV, driven by an increase in the between-event variability (τ
).

Figure 4.28 shows residual plots for data corrected for site response.
As is usual, the within-event residual distributions show larger dispersion
compared with the between-event ones. The comparison with other models
shows that the residual distributions of BM07 and MS08 are similar to
that from our model. On the other hand, the AB05 GMPEs lead to a
wide distribution of residuals, which can be attributed to the applicability
of this GMPE to larger magnitudes. Indeed, BM07 is based on a dataset
where the minimum Mwwas 3.0, MS08 analyzed data with minimum Mw

of 4.0 while AB05 considered strong-motion data relative to earthquakes
with Mw≥ 5.0. To investigate what is the largest contribution to the total
residual distribution we analyze them as a function of both magnitude and
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Figure 4.28.: Residual distributions and comparisons between data and
predictions ( corrected data). The lower panels show the
data from earthquakes with 2 < Mw < 3 and the curves cor-
responding to Mw 2.5 while the upper panels show the resid-
ual distributions using the GMPEs derived here and those of
AB05, BM07 and MS08. Moreover, for the GMPEs from the
present study the residuals are separated into between-event
and within-events components.
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Figure 4.29.: Same as �gure 4.28
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4. Predicting ground motion and seismic hazard

distance (see �gure 4.30, 4.31, 4.32, 4.33). The obtained results which,
for brevity are not reported here, show that the largest contribution to
the residual dispersion comes from the distance, and, in particular, data
recorded at shorter distances feature higher residual values at all structural
periods. This indicates that for data collected from earthquakes occurring
in these areas it is likely that an-elastic attenuation plays an important
role. On the other hand, aside from the results obtained from the AB05
model, the residuals as a function of magnitude are characterized by a
quite uniform dispersion, mostly centered on zero.

4.4.1. E�ect of focal depth and residual analysis

To analyze the e�ect of focal depth on the regression models, and thus
on the predictions of the ground motion, we implemented two additional
models which are compared with the model reported in equation 4.11.
From now onwards we refer only to data corrected for site response. First,
we selected a model where the regression coe�cient h is no longer used in
conjunction with rhypo, to discuss the relative importance of this coe�cient.
Second, we implemented a model in which epicentral distance, repi, is used
instead of rhypo. Models 2 and 3 have the following formulations:

ln(Y ) = a+ bM + cln(rhypo) + drhypo (4.12)

ln(Y ) = a+ bM + cln(
√
r2epi + h2) + drepi (4.13)

The coe�cients and the associated uncertainties for the two models are
listed in tables 4.6 and 4.7. The coe�cients for periods up to 0.5s are also
listed in tables 3, 4 of the appendix A .
Concerning PGA, the between- and within-event standard deviations of

Models 1 and 2 are equal while the between-event component for T ≤ 0.1s
for Model 3 is slightly reduced. This could be a consequence of greater
scatter in focal depths, which are more poorly de�ned than the epicenters.
Unlike moderate and large earthquakes, which rupture a large proportion
of the seismogenic layer, small earthquakes, such as those induced and
triggered by EGSs, are associated with rupture of less than a kilometer.
Consequently whether this rupture occurs at a depth of, say, 20 km or at
2 km will have a large impact on the shaking at the surface. To test the
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4.4. Regression analysis

(a)

(b)

Figure 4.30.: Residual distribution as a function of (a) hypocentral dis-
tance and (b) magnitude for Model 1 (corrected for site ef-
fect), for PGA showing no signi�cant correlation.
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4. Predicting ground motion and seismic hazard

(a)

(b)

Figure 4.31.: Same as �gure 4.30 but for period 0.1s
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4.4. Regression analysis

(a)

(b)

Figure 4.32.: Same as �gure 4.30 but for period 0.2s
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4. Predicting ground motion and seismic hazard

(a)

(b)

Figure 4.33.: Same as �gure 4.30 but for period 0.5s
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4.4. Regression analysis

e�ect of the focal depth on the predicted values from the three models, we
considered a set of epicentral distances, and for each distance the actual
range of focal depths contained in the data is taken into account. For
each term composed of depth, repi and rhypo, we consider the di�erences
lnYmodeli =lnYmodelj where i and j correspond to 1, 2 and 3. We note that
the di�erences depend only weakly on structural period and magnitude.
Therefore, here we show (in �gure 4.34) the results only for PGA and for
a representative magnitude Mw = 2.5.

As expected, Models 1 and 2 show the same behavior for depths larger
than 3 km. The models di�er for repi < 1 km and focal depths less than 3
km, where Model 2 provides predictions larger than those by Model 1. This
is due to coe�cient h in Model 1, which avoids unrealistic Y values at small
distances. The comparison between Models 1 and 2 with respect to Model
3 is more important for evaluating e�ect of the focal depth. Aside from
the absolute values, the di�erences between Models 1 and 3, and those
between Models 2 and 3 share the same characteristics. In particular,
all the models are similar starting from epicentral distances of 10-15 km.
On the other hand, a net di�erence is observed for repi < 5 km, with a
di�erent trend depending on the depth and an in�ection point at about 3
km. For depths less than 3 km, the predictions made by Models 1 and 2 are
larger than those obtained from Model 3, while the opposite is observed for
depths greater than 3 km. Thus depth plays a fundamental role, and rhypo
should be more e�ective than repi, particularly at short distances. As for
natural earthquakes (e.g. Douglas (2007)), it is of interest to investigate
the e�ect of tectonic environment on ground motions from induced events.
With this aim, we analyze the residual distributions for each of the six
zones. For natural earthquakes , ground motions in di�erent regional stress
�elds an be signi�cantly di�erent for the same magnitude and source-to-
site distance (e.g. McGarr (1984); Bommer et al. (2003); Convertito and
Herrero (2004)). For induced seismicity, local stress conditions are mostly
driven by �eld operations, which an reactivate existing faults or generate
new ones with mechanisms di�erent to those expected from the regional
stress �eld ( Oppenheimer (1986); Li et al. (2011)).

In �gure 4.35 we show the PGA residuals as function of rhypo, Mw and
depth. It can be noted that dominant contributions come from Geysers and
Hengill. As a general comment, for all the models and all the considered
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Figure 4.34.: Comparison of predicted PGA of the three models as a func-
tion of focal depth.
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Figure 4.35.: Residual analysis with respect to each area for PGA and
model 1.
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4. Predicting ground motion and seismic hazard

structural periods we do not observe particular correlations among the
residuals and the three variables rhypo, Mw and focal depth.

4.5. Application to time dependent seismic hazard

In chapter 2 we have discussed about seismic hazard analysis and it was
discussed that GMPEs are very important for hazard estimation. In this
section we will discuss the application of GMPEs in estimation time depen-
dent seismic hazard and as well as monitoring seismic hazard. Convertito
et al. (2012) have performed time-dependent seismic hazard analysis for
The Geysers geothermal area. The data used for analysis in The Gey-
sers area was between 1 September 2007 and 15 November 2010. It was
shown that in the period seismic hazard was not constant with time and
space, which is the consequence of �led operations and the variations of
both seismicity rate and b-value. The Application to induced seismicity
requires some modi�cation to general approach of PSHA. The �rst reason
is the occurrence of earthquakes cannot be constant over the small time-
windows because of variations in injection and production rate. Thus the
ν parameter as well as the b-value of Gutenberg-Richter relationship vary
with time and the hazard integral will be modi�ed from equation 2.16 to :

λy∗ =
NS∑
i=1

˘
νi(t)P [Y > y∗|m, r, ε]fMi(m, bi(t))fRi(r)fε(ε)dtdmdrdε

(4.14)
where t ranges between (T, T + 4t), which corresponds to the time

window of interest. The second reason is because of the limited dimension
of the seismogenic volume an upper-bound maximum magnitude mmax.

Thus the upper and truncated truncated probability density function f(m)

is used. Speci�cally for The Geysers, probability density function f(r) can
be assumed uniform (Van Eck et al. (2006)).

4.5.1. Computation of GMPE

The data used here for regression correspond to PGA measured as largest
among two horizontal values from 220 earthquakes recorded at 29 LBNL
station from September 2007 through November 2010 (see �gure 4.36).
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4.5. Application to time dependent seismic hazard

Figure 4.36.: Map of induced seismicity seismicity recorded at The Gey-
sers. Black triangles are the Lawrence Berkeley National
Laboratory(LBNL) stations. Additional stations of North-
ern California Seismic Network (NCSN) are represented by
Gray triangles. Two zones are outlined by dashed lines. The
inverted triangles are three site chosen for site-speci�c PSHA
which are Anderson Springs (ADSP), Cloverdale(GCVB) and
Cobb (COBB).
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4. Predicting ground motion and seismic hazard

Table 4.8.: Regression coe�cients and related uncertainty of equation 4.15
a b c d h e σ

−2.268 ± 0.356 1.276 ± 0.026 −3.528 ± 0.624 0.053 ± 0.029 3.5 0.218 ± 0.014 0.324

The range of magnitude is 1.0 < Mw < 3.5 and the maximum selected
depth is 6.0km while the hypocentral distance is ranging between 0.5 and
20 km. the criteria of selecting waveform was the same as discussed in
chapter 4. But this time frequency band was from 1 Hz through 25 Hz.
The selected GMPE is formulated as:

log(PGA) = a+ bM + clog(
√
R2 + h2) + dR+ es (4.15)

where PGA is in m/s2.The R is hypocentral distance and M is moment
magnitude. h is �ctitious depth to avoid distance saturation (Joyner and
Boore (1981); Emolo et al. (2011)) and s accounts for site e�ect. The
coe�cients and uncertainty are listed in table 4.8.
The best h value is obtained by minimizing the total standard error and

maximizing the R2 statistics. For obtained �ctitious depth h = 3.5 km
minimum standard error is σ =0.324 and R2 is 0.852. The need to develop
GMPE speci�cally for Geysers is that there are strong chances that already
published GMPEs would fail to predict peak-ground-motion for shallow
and small-magnitude earthquakes (Bommer and Alarcon (2006)).Further
details can be found in Convertito et al. (2012).

4.5.2. Seismic zones

As discussed in chapter 2, it is important to decide potential seismic sources
responsible for high ground shaking. In Convertito et al. (2012) it is clearly
described that the region considered at The Geysers is divided in to two
Zones (see chapter 1 also). The two zones ZONE1 and ZONE2 are outlined
by dashed lines in �gure 4.36. The zone separation is justi�ed analyzing b-
values of the Gutenberg-Richter relationship for two areas using the Utsu
(1992) test. Utsu test is done to verify that weather the data used to
compute b-value come from di�erent population. Convertito et al. (2012)
follow Van Eck et al. (2006) to estimate mmax for each source zone by using
the technique proposed by Makropoulos and Burton (1983), however it is
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4.5. Application to time dependent seismic hazard

based on a stationary assumption. After analyzing data sets obtained
values are, mmax = 4.5 for ZONE1 and mmax = 3.8 for ZONE2. Further
details can be found in Convertito et al. (2012).

4.5.3. Computation of PSHA

To compute PSHA the seismicity rate νi and b-values were calculated at
several time intervals Tobs of 1 month and selected four probabilities of
exceedance: 30%, 50%, 70% and 90%. The exposure time chosen was of 2
months and these probabilities corresponds to the return period of about 6
months, 3 months, 2 months, and 1 month respectively. Exposure time was
chosen two months to account for at-least two variations in time window
period to collect data. To predict PGA, GMPE reported in equation 4.15
was used with s=0 for rock-site conditions. Time-dependent Gutenberg-
Richter relationship was chosen with an upper bound on magnitudes. The
time varying truncated version of probability density function f(m,b(t)), is
formulated as:

fM (m, b(t)) =
β(t)exp[−β(m−mmin)]

1− exp[−β(mmax −mmin)]
(4.16)

where β(t) = b(t)ln10, mmax corresponds to maximum magnitude value
which is 4.5 in ZONE1 and 3.8 in ZONE2 and minimum mmin value of
interest is set to 1.2 in both zones, which can regraded as minimum mag-
nitude of completeness. To test the PSHA results observation periods
chosen (see Convertito et al. (2012)), were 10 August 2008, 6 February
2009, 4 September 2009, 3 March 2010, 1 June 2010, and 29 September
2010. These speci�c periods were chosen to monitor the di�erent features
of seismicity and b-values and to evaluate their in�uence on PSHA. The
hazard map shown in �gure 4.37 describes the probability of exceedance of
PGA at 30%, 50%, 70%, and 90%. These map clearly illustrate that haz-
ard is not constant with time. With time varying seismic parameters the
largest PGA value changes in both time and space. For example the PGA
values are as large as 4.5m/s2with 30% of probability of exceedance in two
observation periods (10 August 2008 and 6 February 2009) in ZONE1 while
the largest PGA values are expected in ZONE2 during later observation
periods (3 March 2010 and 10 June 2010).
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4. Predicting ground motion and seismic hazard

Figure 4.37.: Seismic hazard map reporting the peak-ground motion values
having probability of exceedance reported on the top of each
map. Each date corresponds to the center time of one-month
window centered to that date. Zones are marked with dashed
lines. The PGA values are in m/s2.
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4.5. Application to time dependent seismic hazard

4.5.4. Monitoring of Seismic hazard at speci�c sites

The site-speci�c seismic hazard analysis is done for 3 sites ADSP, COBB,
and GCVB (see �gure 4.36)with same probability of exceedance as for the
hazard maps discussed in previous section. Authors speci�ed that in the
case of hazard associated with low-to-moderate magnitude earthquakes it
might be more interesting to consider the medium to highest probabilities
instead of considering the lower ones as in the case of standard PSHA
because it would be more relevant to know what the actual ground motion
level will exceed in near future for monitoring purposes rather than to a
assess the values associated with rare events, which contribute more to the
lowest probability of exceedance. The results are shown in �gure 4.38.
The dashed lines indicate the estimated PGA values resulting from the

hazard analysis together with their associated probability of exceedance.
The observed PGA values are indicated by the gray squares. The sites ex-
perience low-to-moderate shaking for PGA values lower than 1.2m/s2.The
values predicted by hazard analysis are consistent with these observations.
It is also observed that the PGA values having 90% of probability of
exceedance are systematically exceeded, the PGA values having 30% of
probability of exceedance could be used if a cautious value for a more
conservative approach is needed.

4.5.5. Concept of tra�c light

As discussed in previous section that how time-dependent site-speci�c haz-
ard analysis can be helpful in monitoring. For example, consider the site
ADSP if the e�ect of induced seismicity or say seismic hazard exceeds a par-
ticular �xed threshold then the signal is red which means that the activity
should be stopped, if it is just below the threshold then the signal is yellow
which means that the activities must me adjusted and if it is reasonably
below the threshold then activities can be continued with green signal(see
�gure 4.39) (Bommer and Alarcon (2006); Convertito et al. (2012)) . This
way of monitoring can be used as tra�c light controlling the human activ-
ities like mining, drilling, injection and extractions of �uid in geothermal
areas etc.
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4. Predicting ground motion and seismic hazard

Figure 4.38.: Site-speci�c seismic hazard analysis for 3 site mentioned in
�gure 4.36. The dashed lines correspond to the results of the
PSHA at the indicated probability of exceedance. Observed
PGA values are represented by gray squares. The analysis
is performed for three obserevation periods starting 3 March
2009(a), 1 June 2009(b) and 29 September 2009(c).
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4.5. Application to time dependent seismic hazard

Figure 4.39.: Example showing the concept of tra�c light monitoring of
seismic hazard for the site ASDP.
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5. Time-dependent ground

motion prediction equations

In this chapter we discuss about the ongoing work. The concept of time-
dependent ground-motion prediction equations inspired from the temporal
variations in seismicity due to human intervention in the Geysers geother-
mal area. Figure 1.3 in chapter 1 is clearly indicating that seismicity is not
constant with time. It is changing according to the �eld operations (Majer
et al. (2007)). To understand better, as an example we plot the seismicity
maps for period 2007, 2007 to 2008, 2007 to 2009 and 2007 to 2010 of this
area, see �gures 5.1 and 5.2. We observed that the seismicity is increasing
with increase in number of injection wells. The Geysers zone is subdivided
into two seismicity source zones named ZONE1 and ZONE2 (dashed lines
in �gure 1.4). The separation arguments are supported by (Beall et al.,
2010; Stark, 2003; Beall and Wright, 2010). A di�erence in the seismicity
distribution has been also noted by (Eberhart-Phillips and Oppenheimer,
1984). Thus the seismicity rate is di�erent in two zones. This time vary-
ing seismicity is the e�ect of time varying stress/strain conditions in upper
crust(Majer et al. (2007); Oppenheimer (1986)).
Evolution of new faults and fracture due to drilling of wells introduce

more heterogeneity in the medium properties with time. This a�ects
the ground motion recordings as well. (see chapter 4). Hence the time-
dependent ground motion prediction equations are important to analyze
and interpret the time-dependent changes in ground motion recordings as
well as medium properties a�ecting them. In this chapter we investigate
the possibility of analyzing and interpreting the variations in the medium
properties due to �eld operations through the time-dependent ground mo-
tion prediction equations. In next sections we will see how time-dependent
changes in ground-motion prediction as well as the parameters obtained
will be useful to identify the changes in medium properties a�ecting ground
recordings.
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5. Time-dependent ground motion prediction equations

(a)

(b)

Figure 5.1.: Seismicity map of The Geysers with the time mentioned in
the respective �gure. It is clearly evident that seismicity is
increasing with time.
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(a)

(d)

Figure 5.2.: Same as �gure 5.1.
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Figure 5.3.: Time-dependent observation of �eld operation and seismicity.
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5.1. Data preparation

5.1. Data preparation

The analyzed waveform have been observed in the period 24 July 2007
through 18 November 2010. The waveforms are processed in the same
way as mentioned in chapter 4. The magnitude ranges between 0.3 <
Mw < 3.3 and hypocentral distance ranges between 0.1km < Rhypo <73
km. Nearly 1 million waveforms from 11,000 events recorded at 29 station
are analyzed. In order to infer time-dependent ground motion prediction
equations, entire data set is divided in 14 time-windows. The �rst window
contains data of 90 days and every following window contains the data
from next 90days in addition to data from all previous windows (e.g. Win-
dow1 contains data from �rst 90 days of catalog, Window2 from 180 days
(covering data from last window (Window1) as well), Window3 from 270
days and so no). Thus there is successive addition of data from 90 days in
following window. Hence, there are 14 overlapping time-windows and the
last window contains data from all 42 months. Time-dependent ground-
motion prediction equations are computed using NLMRA for PGV, PGA,
SA(T) at T=0.2s, 0.5s, and 1.0s.
We also analyzed the relation between �eld activities with seismicity in

the Geysers geothermal area in each time window. We observed a cyclic
negative and positive correlation between �uid injection and number of
records (see �gure 5.3). The number of records, number of earthquakes
and amount of energy released in each time-window increase just after
August 2008. Similar trend is observed for cumulative energy as well.
But in the same period there is a decrease in �uid injection, thus we
think that there is a shift in �eld activity and occurrence of events. To
con�rm this observation, we performed correlation analysis between �uid
injection and number of events occurred in each window(see �gure 5.4).
At zero lag we observed a high negative correlation and then negative
and positive correlation in cyclic manner. It is also noticed that there is
negative correlation during winter months and positive correlation during
spring/summer months. It is because the injection rate is changing with
the change in seasons, the inject is high during summer and low during
winters. The cumulative number of records increase with time and after
November 2010 there is the change in trend because of the addition of
new stations, same is with the cumulative energy as well. The details are
discussed in next section. Magnitude distribution of events with time is
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Figure 5.4.: Cross-correlation between �uid injection and induced events in
di�erent time windows. A cyclic correlation observed between
�uid injection and induced events.

also studied. (see �gure 5.5). It can be clearly observed that the number
of small magnitude earthquakes (1.5< Mw <1.7) is highest and increases
with time which also con�rms the similar observation made by Majer et al.
(2007) till seismicity of 2005.

5.2. Regression Analysis

The criteria for selecting the model is the same as mentioned in chapter
4. First, we choose the model MOD1(equation 5.1) and then we com-
puted GMPEs for each window. We also considered MOD2 (equation 5.2)
to analyze the role of an-elastic attenuation. Second, we analyze resid-
ual distribution at each station for each window. Through Z-test on the
mean values we estimated site/station correction factor. The �nal model
obtained after site/station correction is MOD3(equation 5.3).

Log10(Y ) = a+ bMw + cLog10(
√
R2
hypo + h2) (5.1)

Log10(Y ) = a+ bMw + cLog10(
√
R2
hypo + h2) + dRhypo (5.2)
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5.3. Time-dependent residual analysis
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Figure 5.5.: Magnitude distribution in each time-window.

Log10(Y ) = a+ bMw + cLog10(
√
R2
hypo + h2) + es (5.3)

The estimated coe�cients for MOD1 at each window are listed in tables
5.1, 5.2, 5.3, 5.4, 5.5. The estimated coe�cients for MOD2 at each window
are listed in tables 5.6, 5.7, 5.8, 5.9, 5.10.
As discussed before that MOD2 is di�erent from MOD1 because MOD2

considers the e�ect of an-elastic attenuation, however after comparing the
respective standard errors and R2 statistics, we observed that there is no
improvement in the model (see chapter 4), and thus we choose MOD1 as
starting model because it is described by less number of parameters.
We introduced site/station e�ect correction as mentioned in chapter 4

and retrieved s parameter along with a new coe�cient e which is then
used to set up an updated model, that is, the corrected model MOD3.
The coe�cients are listed in tables 5.11, 5.12, 5.13, 5.14, 5.15. If we
compare the results between MOD1 and MOD3, the standard deviation
has reduced for each period and R2 statistics has increased, which indicate
that the goodness of �t of model(MOD3) has improved in each window.

5.3. Time-dependent residual analysis

Inter-event and intra-event residual distributions for MOD1 are shown in
�gures 5.6 and 5.7. Inter-event and Intra-event residuals shows uniform dis-
tribution, however, the spread increases with time and uniformity is main-
tained for PGA and PGV. But for spectral acceleration SA(T), T=0.2s,
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5. Time-dependent ground motion prediction equations

0.5 s and 1.0s inter-event residual shows uniform distribution for �rst 10
windows (November 2009) but with time (from window11(February 2010)
to window14(November 2010)) another peak emerges, which is expected
to be correspond to addition large number of small magnitude earthquakes
(see �gure 5.5) start to evolve from that period . This feature is not evident
in PGA and PGV. Intra-event residuals show same behavior at di�erent
times for all the periods.
The behavior of inter-event residual distribution is same but there is no

signi�cant change after using MOD3. However, the spread of intra-event
residuals have reduced signi�cantly for each window thus emphasizing that
that station/site e�ect correction is e�ective in improving the model �tting
(see �gures 5.8 and 5.9). It was also observed that there is signi�cant re-
duction in intra-event uncertainty as it accounts for site e�ect (see chapter
2 and 4).

5.4. Time-dependent GMPEs and ergodic process

The GMPEs obtained at each time windows are shown in �gures 5.10,
5.11, 5.12. The ground-motion prediction equations are shown for Mw =
2.5 and black circles represents the observed ground motion parameters
for the considered periods. The idea behind analyzing GMPEs with time
is to understand if and how ground motion predictions are changing with
the addition of new information. To this aim we performed T-test on the
mean values and F-test on total standard deviations and in most of the
cases we found that null hypothesis stating that the mean prediction are
equal with time failed to reject and null hypotheses stating that standard
deviations are equal is rejected. Thus standard deviations are not con-
stant with time. But some detailed analysis is still required. As we know
that standard deviations of the GMPEs are determined mainly by mis�t
between observations and predictions at multiple stations for a set of well
recorded earthquakes. Thus the standard deviation is related to spatial
variability of ground motion.
In seismic hazard generally it is assumed that occurrence of earthquake

is an ergodic process (Anderson and Brune (2000)), which is a random
process in which the distribution of a random variable in space is the
same as the distribution of that same random process at a single point
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Figure 5.6.: Inter-event residual distribution for each time-window for
PGV (a), PGA (b), SA(T=0.2s) (c), SA(T=0.5s) (d),
SA(T=1.0s) (e), for MOD1.
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Figure 5.7.: Intra-event residual distribution for each time-window for
PGV (a), PGA (b), SA(T=0.2s) (c), SA(T=0.5s) (d),
SA(T=1.0s) (e), for MOD1.
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Figure 5.8.: Inter-event residual distribution for each time-window for
PGV (a), PGA (b), SA(T=0.2s) (c), SA(T=0.5s) (d),
SA(T=1.0s) (e), for MOD3. No signi�cant change is observed
after station/site correction factor.
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Figure 5.9.: Intra-event residual distribution for each time-window for
PGV (a), PGA (b), SA(T=0.2s) (c), SA(T=0.5s) (d),
SA(T=1.0s) (e), for MOD3. A signi�cant improvement in �t-
ting is observed as the spread of residuals have reduced.
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5.5. Time-dependent parametric analysis

when sampled as a function of time. Thus ergodic assumption uses stan-
dard deviations to describe the temporal distribution of ground motion
at the single site over multiple earthquakes (Anderson and Brune (1998,
999a,b)). Ergodic assumption is appropriate for natural seismicity where
exposure times are less than the earthquake return period. But this as-
sumption seems inappropriate in case of induced seismicity, because in
case of induced seismicity the exposure times are longer than earthquake
return period and this can lead to overestimation of ground motion hence
the seismic hazard (Anderson and Brune (2000)). Thus ergodic assump-
tion should be avoided when PSHA concerns induced seismicity. Further
detailed analysis on this subject will make the results more clear.

5.5. Time-dependent parametric analysis

The parameters obtained for each window for MOD3 are analyzed as a
function of time for each period. These coe�cients accounts for the de-
pendencies of source and medium which play a major role in controlling
ground motions. We found that these coe�cients are varying with time
(see �gures 5.13, 5.14, 5.15, 5.16, 5.17). It is interesting to note that a
and h are varying in similar way which is however opposite to b and c pa-
rameter variations for all the observed periods (PGA, PGV and SA(T)).
But variations in parameter are opposite for high frequencies (PGA) as
compared with low frequencies (PGV and SA(T)). For example, a and h
parameters are increasing with time in case of PGA and decreasing for
PGV and SA(T) while b and c parameters are decreasing with time for
PGA and increasing for SA(T). These time varying changes can be ascribe
to the change in source and path e�ect with the evolution of seismicity.
The addition of new events in each time-window is changing the magnitude
and the hypocentral range. Thus contributing the variations in ground mo-
tion recordings with time. The e parameter accounting for site e�ect is
decreasing with time for all the periods. Moreover, it is also interesting to
notice that after August 2009 there is a signi�cant change in inter-event
and intra-event uncertainties. The inter-event uncertainty increases in this
period. It can be related to the fact that the number of events increase
during this period and inter-event accounts for the source e�ect on ground
motion. Moreover it can also be ascribed to aleatory component of uncer-
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Figure 5.10.: Time-dependent ground motion prediction equations PGA
and PGV. They are obtained for event with magnitude
Mw=2.5. The data in black circles represent observed ground
motion values for the same magnitude.
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Figure 5.11.: Same as �gure 5.10 but for SA(T=0.2s) and SA(T=0.5s).
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Figure 5.12.: Same as �gure 5.10 but for SA(T=1.0s).

tainty which accounts for truly random e�ects on ground motion observa-
tions and the addition of new earthquakes (random distribution of sources)
has increased this e�ect (Anderson and Brune (2000)). On the other hand
the intra-event uncertainty accounts for the path and the site e�ect. Thus
a decrease in intra-event uncertainty can be ascribed to epistemic uncer-
tainty component (due to lack of knowledge) which decreases after the
addition of new information. (repeatability in the path and site response)
(Anderson and Brune (2000)). Thus overall increase in total standard devi-
ation indicates that the e�ect of inter-event (aleatory) component is more
than intra-event (epistemic) component. In conclusion, time-dependent
analysis of ground-motion prediction equations has shown interesting and
promising results. We found that the ground motion-prediction changes
with time because of change in medium properties.
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Figure 5.13.: Time-dependent variations in coe�cients of PGV, obtained
after using MOD3.
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5. Time-dependent ground motion prediction equations
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Figure 5.14.: Time-dependent variations in coe�cients of PGA, obtained
after using MOD3.
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5.5. Time-dependent parametric analysis
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Figure 5.15.: Time-dependent variations in coe�cients of SA(T=0.2s), ob-
tained after using MOD3.
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5. Time-dependent ground motion prediction equations
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Figure 5.16.: Time-dependent variations in coe�cients of SA(T=0.5s), ob-
tained after using MOD3.
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5.5. Time-dependent parametric analysis
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Figure 5.17.: Time-dependent variations in coe�cients of SA(T=1.0s), ob-
tained after using MOD3.
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5. Time-dependent ground motion prediction equations
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5.5. Time-dependent parametric analysis
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5. Time-dependent ground motion prediction equations
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5.5. Time-dependent parametric analysis
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5. Time-dependent ground motion prediction equations
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5.5. Time-dependent parametric analysis
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5. Time-dependent ground motion prediction equations
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5.5. Time-dependent parametric analysis
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5. Time-dependent ground motion prediction equations
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5.5. Time-dependent parametric analysis
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5. Time-dependent ground motion prediction equations
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5.5. Time-dependent parametric analysis
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5. Time-dependent ground motion prediction equations
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5.5. Time-dependent parametric analysis
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5. Time-dependent ground motion prediction equations
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6. Conclusion

My thesis deals with detail understanding and analysis of ground-motion
prediction equations in geothermal areas with special emphasis on �The
Geysers� geothermal area. The interest for this speci�c area is because it
is the largest productive vapor-dominated enhanced geothermal system in
the world. No GMPEs were available, speci�cally for �The Geysers� region
before this work. Di�erent techniques are discussed to compute ground mo-
tion prediction equations (e.g. linear regression analysis(LRA), non-linear
regression analysis(NLRA) and non-linear mixed e�ect regression analy-
sis(NLMRA)). Although all techniques had same predictions, NLMRA is �-
nally chosen because it has many advantages in comparison with other two
(LRA, NLRA) discussed techniques. In fact, it accounts for both �xed ef-
fect and random e�ect dependencies on the the data(Lindstrom and Bates
(1990)). Moreover it allows to split the total uncertainty of ground motion
into two i.e. inter-event and intra-event uncertainties. Inter-event and
intra-event variabilities of ground motion model represents earthquake-to-
earthquake variability and record-to-record variability, respectively. Fur-
ther, the inter-event residuals represents the average source e�ects and
also re�ect various factors such as stress drop, variation of slip in time and
space which are not captured by including magnitude, focal mechanism
and source depth in the GMPEs. Intra-event residual represents path and
site e�ects (crustal heterogeneity, geological structure and near surface lay-
ering) which modify the waveform (in terms of amplitude and frequency)
and are not captured by distance metric and site classi�cation on the basis
of average shear wave velocity (Abrahamson and Youngs (1992)). Thus,
the same techniques is applied to predict ground motion in the Geysers,
for �ve di�erent periods, PGV, PGA and SA(T) at T = 0.2s, 0.5s and
1.0s (with S.I. units). The obtained GMPEs are compared with the model
proposed by Atkinson and Boore (2011). We found the our GMPEs are
more robust when ground motion predictions have to made for induced
earthquakes (smaller earthquakes). Two step regression analysis approach
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6. Conclusion

is used for computation of GMPEs which is similar to that proposed by
Emolo et al. (2011) in the application to natural seismicity recorded in
southern Italy. First, a model is retrieved, which does not include station
e�ects and represent the reference model. Second, a �rst-order correction
is introduced for station e�ects based on the Z-test of the residual distri-
bution at each station with respect to reference model. It is found that if
information about local geology is not available, the method of introducing
site/station e�ect correction is e�ective and shows signi�cant improvement
in the model. It is also demonstrated that the two components of standard
deviation (i.e., inter-event and intra-event) are related to source e�ect and
local site e�ects, respectively. The reduction in total standard deviation,
after introducing site/station e�ect correction is actually related to reduc-
tion of intra-event component. Inter-event residual residual distribution
shows a slightly positive trend with depth, which, as suggested by McGarr
(1984) could indicate the possible increase in stress drop with depth. The
GMPEs obtained for the Geysers are applicable up to hypocentral dis-
tance of 20 km. The model can be used for rock site condition selection
site/station correction factor s = 0 and s=+1 or s=-1 for which data are
available to compute the residual analysis. It is also proposed that for the
sites characterized by geology di�erent from the area analyzed in present
study, use the �nal model with s = 0 and adding the site-speci�c e�ect by
using corrective coe�cients proposed by Borcherdt (1944), which are also
implemented, for example in Shakemap (Wald et al. (1999)).

Work done in Douglas et al. (2013) is also discussed in the thesis. In
this work various ground-motion datasets of induced and natural seismic-
ity (from Basel, Geysers, Hengill, Roswinkel, Soultz and Voerendaal) are
compiled and processed and the moment magnitudes for all events are com-
puted homogeneously. Ground-motion prediction equations are computed
using NLMRA. It is shown that ground motions from induced and nat-
ural earthquakes cannot be distinguished. The combined data sets leads
to unrealistic high intra-event uncertainty. It is inferred that it is due to
the mapping of epistemic uncertainty into aleatory component. However,
a reduction in total standard error is observed over mid-to-long period
range, but an increase in total standard error is observed in short period
range. It is also shown that focal depth plays an important role for shallow
earthquakes at shorter distances.
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GMPEs are one of the most important ingredients for seismic hazard
analysis. An application to time dependent seismic hazard estimation is
also discussed in which it is concluded that seismic hazard is not constant
with time and space in the Geysers geothermal area. However, the average
hazard level remains below the potentially damaging zones. It is strictly
a�ected by industrial operations in the Geysers. The whole region can
be divided in to 2 Zones on the basis of di�erent rate of seismicity and
b-values. It is demonstrated that site speci�c hazard analysis can be used
for monitoring seismic hazard. If seismic hazard exceeds a particular �xed
threshold then the signal for industrial activity can be assumed as red
which means that the activity should be stopped, if the predicted hazard
is just below the threshold then the signal is yellow which means that the
activities must me adjusted and if predicted hazard is reasonably below
the threshold then activities can be continued with green signal (Bommer
and Alarcon (2006); Convertito et al. (2012)). The proposed technique can
be used for monitoring purposes and can be used in the same respect of the
tra�c light system proposed by Bommer and Alarcon (2006) for controlling
human activities such as mining, drilling, injection and extractions of �uid
in geothermal areas etc.

Further, a cyclic correlation between seismicity and industrial activities
is observed. Thus the concept of time-dependent ground motion prediction
equation is introduced. Time-dependent GMPEs are estimated for di�er-
ent periods. It is observed that standard deviations which accounts for
spatial uncertainty of ground motion is not constant. In PSHA, the occur-
rence earthquake phenomenon is regarded as an ergodic process (Anderson
and Brune (2000)). The ergodic assumption uses standard deviations to
describe the temporal distribution of ground motion at the single site over
multiple earthquakes (Anderson and Brune (1998, 999a,b)). The ergodic
assumption is appropriate for natural seismicity where exposure times are
smaller than the earthquake return period. But it is emphasized that this
assumption seems inappropriate in case of induced seismicity, because in
case of induced seismicity the exposure times are longer than earthquake
return period and this can lead to overestimation of ground motion hence
the seismic hazard (Anderson and Brune (2000)). Thus ergodic assump-
tion should be avoided while PSHA with induced seismicity.

Time-dependent parametric analysis shows that a and h are varying in
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6. Conclusion

similar way which is however opposite to b and c parameter variations
for all the observed periods (PGA, PGV and SA(T)). But variations in
parameter are opposite for high frequencies (PGA) as compared with low
frequencies (PGV and SA(T)). For example, a and h parameters are in-
creasing with time in case of PGA and decreasing for PGV and SA(T)
while b and c parameters are decreasing with time for PGA and increasing
for SA(T). These time varying changes can be ascribe to the change in
source and path e�ect with the evolution of seismicity. The addition of
new events in each time-window changes the magnitude and the hypocen-
tral distance range. Thus contributing the variations in ground motion
recordings with time. It is observed that after August 2009 there is a
signi�cant change in inter-event and intra-event uncertainties. The inter-
event uncertainty increases in this period which can related to the fact
that the number of events are increased during this period and inter-event
accounts for the source e�ect on ground motion. Moreover, this observa-
tion can be ascribed to aleatory component of uncertainty which accounts
for truly random e�ects on ground motion observations and addition of
new earthquakes (random distribution of sources) has increased this e�ect
(Anderson and Brune (2000)). The intra-event uncertainty accounts for
the path and the site e�ect. Thus decrease in intra-event uncertainty is
ascribed to epistemic uncertainty component (due to lack of knowledge)
which is decreased after addition of new information. (repeatability in the
path and site response) (Anderson and Brune (2000)). Thus overall in-
crease in total standard deviation indicates that the e�ect of inter-event
(aleatory) component is larger than intra-event (epistemic) component.
Thus overall increase in total standard deviation indicates that the e�ect of
inter-event (aleatory) component is more than intra-event (epistemic) com-
ponent. The time-dependent analysis of ground-motion prediction equa-
tions has shown interesting and promising results. It is found that the
ground motion-prediction changes with time because of change in medium
properties.

This work represents one of the fewer studies made in EGS till date.
This kind of analysis can be extended to other geothermal or mining areas
where induced seismicity can be expected. In future, ideas based on this
study can be extended or modi�ed to investigate seismicity in new EGS
or existing EGS to monitor ground motion levels, which can be dangerous
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to near by towns.
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Table .1: Regression coe�cients and related uncertainty for Model 1 (uncorrected for site

e�ect)

Periods a b c h d σa σb σc σh σd σ

inter-event

σ

intra-event

σtotal

0.010 -5.998 2.149 -1.768 2.501 -0.024 0.426 0.069 0.207 0.596 0.011 0.825 0.792 1.143

0.011 -6.015 2.152 -1.760 2.486 -0.025 0.423 0.068 0.206 0.597 0.011 0.820 0.792 1.140

0.011 -6.023 2.154 -1.755 2.476 -0.025 0.422 0.068 0.206 0.598 0.011 0.817 0.792 1.138

0.012 -6.024 2.154 -1.753 2.475 -0.026 0.422 0.068 0.206 0.598 0.011 0.817 0.792 1.138

0.012 -6.020 2.155 -1.754 2.478 -0.026 0.422 0.068 0.206 0.599 0.011 0.817 0.793 1.139

0.013 -6.019 2.155 -1.754 2.475 -0.026 0.422 0.068 0.206 0.599 0.011 0.818 0.794 1.140

0.013 -6.023 2.156 -1.750 2.464 -0.027 0.421 0.068 0.206 0.600 0.011 0.819 0.795 1.141

0.014 -6.022 2.156 -1.750 2.449 -0.027 0.420 0.067 0.205 0.600 0.011 0.808 0.797 1.135

0.014 -6.020 2.156 -1.749 2.441 -0.027 0.419 0.068 0.205 0.601 0.011 0.808 0.798 1.136

0.015 -6.014 2.155 -1.749 2.431 -0.027 0.418 0.068 0.204 0.601 0.011 0.808 0.800 1.137

0.015 -6.002 2.153 -1.752 2.424 -0.027 0.418 0.068 0.204 0.600 0.011 0.809 0.801 1.139

0.016 -5.985 2.151 -1.756 2.419 -0.027 0.419 0.068 0.205 0.600 0.011 0.810 0.804 1.141

0.016 -5.963 2.148 -1.761 2.414 -0.027 0.419 0.068 0.205 0.600 0.011 0.811 0.807 1.144

0.017 -5.937 2.144 -1.768 2.408 -0.027 0.420 0.068 0.206 0.600 0.011 0.812 0.810 1.147

0.018 -5.903 2.140 -1.778 2.407 -0.026 0.422 0.068 0.206 0.599 0.011 0.812 0.814 1.150

0.018 -5.845 2.136 -1.799 2.439 -0.025 0.428 0.068 0.209 0.597 0.011 0.813 0.818 1.154

0.019 -5.769 2.131 -1.828 2.496 -0.024 0.438 0.068 0.214 0.595 0.011 0.815 0.823 1.158

0.020 -5.685 2.126 -1.861 2.558 -0.023 0.449 0.069 0.219 0.593 0.011 0.818 0.827 1.164

0.021 -5.588 2.119 -1.898 2.629 -0.021 0.461 0.069 0.225 0.591 0.011 0.822 0.832 1.169

0.021 -5.483 2.111 -1.938 2.698 -0.019 0.474 0.069 0.230 0.588 0.012 0.825 0.836 1.175

0.022 -5.402 2.104 -1.966 2.728 -0.018 0.480 0.069 0.234 0.585 0.012 0.825 0.841 1.178

0.023 -5.328 2.098 -1.990 2.754 -0.016 0.486 0.070 0.236 0.583 0.012 0.827 0.845 1.182

0.024 -5.251 2.092 -2.016 2.785 -0.015 0.494 0.070 0.240 0.581 0.012 0.828 0.849 1.186

0.025 -5.164 2.086 -2.048 2.820 -0.014 0.502 0.070 0.244 0.579 0.012 0.825 0.855 1.188

0.026 -5.074 2.079 -2.080 2.854 -0.012 0.510 0.070 0.247 0.576 0.012 0.825 0.860 1.192

0.027 -4.977 2.070 -2.111 2.903 -0.011 0.520 0.070 0.252 0.575 0.012 0.826 0.864 1.195

0.028 -4.905 2.062 -2.129 2.931 -0.010 0.526 0.070 0.255 0.575 0.013 0.831 0.867 1.201

0.029 -4.817 2.055 -2.154 2.975 -0.008 0.535 0.070 0.259 0.574 0.013 0.834 0.870 1.205

0.030 -4.746 2.047 -2.170 2.988 -0.008 0.540 0.071 0.261 0.574 0.013 0.837 0.873 1.209

0.031 -4.688 2.039 -2.181 2.975 -0.007 0.539 0.071 0.261 0.572 0.013 0.839 0.877 1.213

0.033 -4.644 2.031 -2.184 2.957 -0.006 0.538 0.071 0.261 0.571 0.013 0.841 0.880 1.217

0.034 -4.629 2.026 -2.171 2.935 -0.007 0.535 0.071 0.259 0.573 0.013 0.847 0.880 1.221

0.035 -4.629 2.023 -2.154 2.909 -0.007 0.531 0.072 0.257 0.575 0.013 0.849 0.880 1.223

0.036 -4.647 2.020 -2.124 2.880 -0.009 0.526 0.072 0.255 0.580 0.013 0.849 0.880 1.223

0.038 -4.632 2.019 -2.111 2.888 -0.009 0.528 0.072 0.256 0.585 0.013 0.851 0.880 1.224

0.039 -4.630 2.018 -2.092 2.881 -0.010 0.527 0.072 0.255 0.589 0.013 0.857 0.879 1.228

0.041 -4.669 2.015 -2.051 2.818 -0.012 0.516 0.072 0.250 0.594 0.012 0.861 0.877 1.229

i



0.042 -4.720 2.014 -2.006 2.739 -0.015 0.501 0.072 0.244 0.597 0.012 0.863 0.873 1.228

0.044 -4.740 2.013 -1.983 2.681 -0.015 0.491 0.072 0.239 0.596 0.012 0.864 0.870 1.226

0.046 -4.677 2.016 -2.004 2.760 -0.014 0.501 0.073 0.243 0.594 0.012 0.868 0.864 1.225

0.048 -4.620 2.023 -2.026 2.845 -0.013 0.512 0.073 0.248 0.593 0.012 0.868 0.860 1.222

0.049 -4.490 2.033 -2.087 3.009 -0.010 0.537 0.072 0.259 0.591 0.013 0.863 0.857 1.216

0.051 -4.421 2.047 -2.122 3.104 -0.008 0.552 0.071 0.265 0.590 0.013 0.852 0.857 1.208

0.053 -4.353 2.063 -2.158 3.210 -0.007 0.569 0.070 0.273 0.590 0.013 0.838 0.856 1.198

0.055 -4.270 2.078 -2.202 3.327 -0.005 0.587 0.070 0.281 0.589 0.013 0.824 0.854 1.187

0.057 -4.259 2.094 -2.215 3.375 -0.005 0.594 0.068 0.284 0.589 0.013 0.808 0.853 1.174

0.060 -4.301 2.102 -2.190 3.400 -0.006 0.595 0.068 0.284 0.596 0.013 0.793 0.849 1.162

0.062 -4.508 2.122 -2.093 3.275 -0.011 0.568 0.066 0.272 0.604 0.013 0.779 0.844 1.148

0.064 -4.652 2.138 -2.022 3.222 -0.016 0.554 0.065 0.266 0.614 0.013 0.762 0.838 1.132

0.067 -4.787 2.157 -1.958 3.185 -0.020 0.543 0.064 0.261 0.625 0.013 0.746 0.832 1.118

0.070 -4.940 2.173 -1.883 3.125 -0.024 0.527 0.063 0.255 0.636 0.012 0.733 0.825 1.104

0.072 -5.131 2.192 -1.801 2.994 -0.028 0.500 0.062 0.242 0.642 0.012 0.723 0.815 1.089

0.075 -5.324 2.208 -1.722 2.811 -0.031 0.467 0.061 0.228 0.644 0.011 0.710 0.808 1.075

0.078 -5.533 2.225 -1.635 2.554 -0.035 0.426 0.060 0.210 0.647 0.011 0.697 0.803 1.063

0.081 -5.686 2.242 -1.574 2.364 -0.037 0.399 0.060 0.198 0.652 0.010 0.687 0.800 1.055

0.084 -5.832 2.255 -1.520 2.156 -0.039 0.373 0.059 0.186 0.660 0.010 0.676 0.802 1.048

0.087 -6.005 2.276 -1.466 1.913 -0.040 0.346 0.058 0.174 0.674 0.010 0.666 0.803 1.043

0.091 -6.172 2.297 -1.417 1.712 -0.041 0.325 0.057 0.164 0.697 0.009 0.653 0.805 1.036

0.094 -6.289 2.323 -1.398 1.660 -0.041 0.319 0.057 0.161 0.708 0.009 0.643 0.806 1.031

0.098 -6.374 2.350 -1.400 1.683 -0.040 0.322 0.056 0.163 0.708 0.009 0.633 0.809 1.027

0.102 -6.444 2.376 -1.410 1.752 -0.039 0.329 0.056 0.167 0.704 0.009 0.623 0.815 1.026

0.106 -6.571 2.406 -1.399 1.651 -0.039 0.320 0.055 0.163 0.715 0.009 0.617 0.821 1.027

0.110 -6.697 2.428 -1.379 1.543 -0.039 0.311 0.055 0.159 0.735 0.009 0.609 0.826 1.027

0.114 -6.817 2.450 -1.365 1.512 -0.039 0.310 0.055 0.158 0.748 0.009 0.611 0.830 1.031

0.118 -6.943 2.473 -1.351 1.472 -0.038 0.307 0.055 0.157 0.762 0.009 0.614 0.833 1.035

0.123 -7.097 2.499 -1.325 1.451 -0.039 0.306 0.055 0.156 0.781 0.009 0.617 0.834 1.037

0.128 -7.266 2.527 -1.291 1.377 -0.040 0.299 0.055 0.153 0.810 0.009 0.618 0.832 1.036

0.133 -7.425 2.553 -1.263 1.323 -0.040 0.294 0.055 0.150 0.834 0.009 0.616 0.829 1.033

0.138 -7.562 2.577 -1.248 1.303 -0.040 0.292 0.055 0.150 0.847 0.009 0.612 0.829 1.031

0.143 -7.691 2.600 -1.238 1.346 -0.040 0.295 0.055 0.151 0.847 0.009 0.612 0.829 1.031

0.149 -7.826 2.623 -1.228 1.374 -0.040 0.297 0.055 0.152 0.848 0.009 0.612 0.828 1.030

0.154 -8.006 2.647 -1.198 1.323 -0.039 0.293 0.055 0.150 0.877 0.009 0.611 0.828 1.029

0.160 -8.281 2.679 -1.124 1.124 -0.041 0.281 0.056 0.143 0.994 0.009 0.615 0.824 1.028

0.167 -8.623 2.706 -0.994 0.000 -0.048 0.240 0.056 0.122 0.000 0.008 0.605 0.819 1.019

0.173 -8.873 2.734 -0.917 0.000 -0.051 0.241 0.056 0.122 0.000 0.008 0.604 0.816 1.015

0.180 -9.099 2.760 -0.854 0.000 -0.053 0.241 0.056 0.121 0.000 0.008 0.603 0.809 1.009

0.187 -9.290 2.780 -0.798 0.000 -0.057 0.240 0.057 0.121 0.000 0.008 0.605 0.803 1.005

0.194 -9.382 2.787 -0.787 0.000 -0.057 0.241 0.057 0.121 0.000 0.008 0.605 0.801 1.004

ii



0.201 -9.513 2.805 -0.776 0.000 -0.058 0.243 0.058 0.121 0.000 0.008 0.612 0.800 1.007

0.209 -9.636 2.830 -0.780 0.000 -0.056 0.244 0.059 0.121 0.000 0.008 0.620 0.797 1.009

0.217 -9.749 2.842 -0.774 0.000 -0.055 0.248 0.059 0.123 0.000 0.008 0.621 0.793 1.007

0.226 -9.735 2.849 -0.834 0.000 -0.050 0.248 0.060 0.122 0.000 0.008 0.633 0.785 1.008

0.234 -9.773 2.855 -0.867 0.000 -0.045 0.262 0.070 0.123 0.000 0.008 0.766 0.766 1.083

0.244 -9.860 2.865 -0.874 0.000 -0.043 0.262 0.070 0.123 0.000 0.008 0.762 0.760 1.076

0.253 -10.028 2.890 -0.857 0.000 -0.045 0.250 0.061 0.122 0.000 0.008 0.639 0.770 1.001

0.263 -10.156 2.904 -0.849 0.000 -0.045 0.249 0.061 0.121 0.000 0.008 0.640 0.764 0.997

0.273 -10.161 2.910 -0.900 0.815 -0.040 0.280 0.069 0.132 1.485 0.008 0.747 0.745 1.055

0.283 -10.268 2.921 -0.901 0.873 -0.040 0.282 0.069 0.134 1.415 0.008 0.743 0.740 1.048

0.294 -10.393 2.929 -0.879 0.701 -0.041 0.267 0.064 0.129 1.664 0.008 0.662 0.736 0.990

0.306 -10.504 2.935 -0.859 0.836 -0.042 0.277 0.068 0.131 1.501 0.008 0.728 0.722 1.025

0.318 -10.615 2.936 -0.831 0.644 -0.045 0.265 0.066 0.126 1.848 0.008 0.689 0.717 0.994

0.330 -10.741 2.949 -0.817 0.802 -0.045 0.274 0.068 0.129 1.604 0.008 0.714 0.709 1.006

0.343 -10.836 2.954 -0.811 0.878 -0.044 0.276 0.068 0.131 1.522 0.008 0.712 0.705 1.002

0.356 -10.896 2.960 -0.825 1.147 -0.042 0.292 0.069 0.138 1.302 0.008 0.731 0.691 1.006

0.370 -10.929 2.968 -0.857 1.505 -0.039 0.321 0.071 0.152 1.160 0.009 0.751 0.685 1.016

0.384 -10.994 2.965 -0.852 1.643 -0.040 0.334 0.072 0.158 1.153 0.009 0.756 0.682 1.018

0.399 -10.948 2.963 -0.895 2.185 -0.037 0.386 0.075 0.181 1.100 0.010 0.791 0.657 1.028

0.415 -11.080 2.964 -0.873 2.072 -0.037 0.375 0.076 0.176 1.119 0.009 0.790 0.656 1.027

0.431 -11.134 2.960 -0.884 2.154 -0.034 0.384 0.076 0.180 1.110 0.010 0.791 0.654 1.026

0.447 -11.440 2.959 -0.772 1.329 -0.038 0.301 0.067 0.143 1.295 0.008 0.661 0.662 0.936

0.465 -11.270 2.933 -0.853 2.234 -0.033 0.407 0.078 0.191 1.210 0.010 0.795 0.639 1.019

0.483 -11.301 2.931 -0.882 2.384 -0.029 0.426 0.078 0.200 1.195 0.010 0.796 0.638 1.021

0.501 -11.232 2.912 -0.953 2.723 -0.022 0.480 0.081 0.223 1.181 0.011 0.816 0.638 1.036

iii



Table .2: Regression coe�cients and related uncertainty for Model 1 (corrected for site

e�ect)

Periods a b c h d σa σb σc σh σd σ

inter-event

σ

intra-event

σtotal

0.010 -6.514 1.995 -1.468 2.490 -0.030 0.423 0.085 0.200 0.688 0.010 1.079 0.730 1.303

0.010 -6.523 2.000 -1.467 2.487 -0.030 0.423 0.085 0.200 0.689 0.010 1.074 0.731 1.299

0.011 -6.543 2.006 -1.463 2.475 -0.030 0.421 0.084 0.199 0.689 0.010 1.066 0.731 1.292

0.011 -6.556 2.012 -1.462 2.467 -0.031 0.419 0.084 0.198 0.689 0.010 1.057 0.731 1.285

0.012 -6.555 2.015 -1.465 2.465 -0.031 0.419 0.083 0.198 0.687 0.010 1.050 0.732 1.280

0.012 -6.550 2.017 -1.471 2.465 -0.031 0.419 0.083 0.199 0.686 0.010 1.044 0.734 1.276

0.013 -6.539 2.018 -1.478 2.466 -0.030 0.420 0.083 0.199 0.684 0.010 1.039 0.736 1.273

0.013 -6.522 2.019 -1.486 2.473 -0.030 0.422 0.083 0.201 0.683 0.010 1.037 0.739 1.273

0.014 -6.495 2.018 -1.499 2.488 -0.030 0.425 0.083 0.202 0.681 0.011 1.036 0.742 1.274

0.014 -6.465 2.017 -1.513 2.503 -0.029 0.429 0.083 0.204 0.679 0.011 1.038 0.745 1.278

0.015 -6.429 2.015 -1.529 2.519 -0.029 0.433 0.083 0.206 0.677 0.011 1.038 0.749 1.280

0.015 -6.393 2.012 -1.542 2.530 -0.028 0.436 0.083 0.208 0.676 0.011 1.040 0.753 1.284

0.016 -6.348 2.008 -1.557 2.544 -0.027 0.440 0.083 0.210 0.675 0.011 1.044 0.758 1.290

0.016 -6.295 2.002 -1.574 2.566 -0.027 0.446 0.084 0.213 0.674 0.011 1.048 0.763 1.297

0.017 -6.240 1.996 -1.590 2.588 -0.026 0.452 0.084 0.216 0.675 0.011 1.054 0.769 1.305

0.018 -6.180 1.988 -1.606 2.608 -0.026 0.459 0.085 0.219 0.676 0.011 1.060 0.776 1.314

0.018 -6.100 1.980 -1.630 2.666 -0.025 0.471 0.085 0.224 0.678 0.011 1.070 0.783 1.326

0.019 -5.990 1.971 -1.664 2.774 -0.024 0.492 0.086 0.234 0.682 0.012 1.080 0.791 1.339

0.020 -5.867 1.961 -1.705 2.887 -0.022 0.514 0.087 0.244 0.686 0.012 1.092 0.799 1.353

0.021 -5.737 1.950 -1.746 3.009 -0.021 0.538 0.088 0.255 0.690 0.013 1.106 0.805 1.368

0.021 -5.596 1.937 -1.789 3.124 -0.019 0.562 0.089 0.266 0.693 0.013 1.116 0.813 1.381

0.022 -5.484 1.927 -1.823 3.194 -0.018 0.579 0.090 0.273 0.694 0.013 1.125 0.819 1.391

0.023 -5.415 1.922 -1.841 3.226 -0.017 0.588 0.090 0.278 0.696 0.013 1.129 0.824 1.398

0.024 -5.340 1.917 -1.864 3.266 -0.017 0.598 0.090 0.282 0.697 0.014 1.123 0.830 1.396

0.025 -5.291 1.913 -1.872 3.276 -0.017 0.603 0.090 0.285 0.700 0.014 1.125 0.835 1.401

0.026 -5.228 1.907 -1.883 3.303 -0.017 0.612 0.090 0.289 0.703 0.014 1.128 0.840 1.407

0.027 -5.190 1.904 -1.884 3.317 -0.017 0.617 0.091 0.291 0.708 0.014 1.134 0.844 1.414

0.028 -5.177 1.901 -1.870 3.313 -0.018 0.619 0.091 0.292 0.716 0.014 1.139 0.848 1.420

0.029 -5.192 1.901 -1.846 3.270 -0.019 0.614 0.092 0.290 0.723 0.014 1.145 0.852 1.428

0.030 -5.183 1.895 -1.826 3.243 -0.020 0.612 0.092 0.289 0.730 0.014 1.153 0.855 1.436

0.031 -5.188 1.894 -1.805 3.209 -0.021 0.607 0.093 0.287 0.736 0.014 1.159 0.858 1.442

0.033 -5.202 1.895 -1.780 3.172 -0.022 0.602 0.093 0.285 0.743 0.014 1.163 0.860 1.446

0.034 -5.245 1.898 -1.744 3.129 -0.024 0.595 0.093 0.282 0.753 0.014 1.166 0.861 1.449

0.035 -5.304 1.904 -1.699 3.093 -0.027 0.589 0.093 0.279 0.768 0.014 1.163 0.861 1.447

0.036 -5.386 1.911 -1.647 3.052 -0.029 0.581 0.093 0.275 0.786 0.014 1.160 0.860 1.444

0.038 -5.435 1.918 -1.609 3.060 -0.032 0.581 0.093 0.276 0.804 0.014 1.157 0.859 1.441

0.039 -5.458 1.926 -1.586 3.097 -0.033 0.585 0.093 0.277 0.817 0.014 1.161 0.854 1.442

iv



0.041 -5.528 1.933 -1.542 3.064 -0.036 0.576 0.093 0.273 0.831 0.013 1.160 0.849 1.437

0.042 -5.610 1.941 -1.495 3.000 -0.038 0.561 0.092 0.266 0.841 0.013 1.149 0.843 1.425

0.044 -5.669 1.953 -1.465 2.994 -0.039 0.557 0.091 0.264 0.852 0.013 1.140 0.838 1.415

0.046 -5.685 1.962 -1.455 3.061 -0.039 0.562 0.090 0.266 0.858 0.013 1.132 0.828 1.403

0.048 -5.735 1.973 -1.433 3.085 -0.040 0.559 0.090 0.265 0.865 0.013 1.122 0.818 1.388

0.049 -5.782 1.986 -1.416 3.117 -0.040 0.558 0.088 0.264 0.870 0.013 1.109 0.808 1.372

0.051 -5.835 2.003 -1.401 3.131 -0.040 0.554 0.087 0.262 0.872 0.013 1.094 0.800 1.355

0.053 -5.892 2.022 -1.384 3.154 -0.040 0.551 0.086 0.261 0.875 0.013 1.074 0.790 1.333

0.055 -5.964 2.038 -1.362 3.144 -0.041 0.540 0.085 0.256 0.874 0.012 1.058 0.778 1.313

0.057 -6.074 2.054 -1.325 3.044 -0.041 0.515 0.083 0.244 0.867 0.012 1.040 0.764 1.290

0.060 -6.251 2.071 -1.257 2.826 -0.043 0.474 0.082 0.225 0.864 0.011 1.023 0.750 1.268

0.062 -6.452 2.090 -1.175 2.550 -0.047 0.428 0.080 0.204 0.870 0.011 1.005 0.737 1.247

0.064 -6.606 2.109 -1.115 2.345 -0.049 0.396 0.079 0.189 0.876 0.010 0.985 0.724 1.222

0.067 -6.711 2.126 -1.080 2.240 -0.051 0.376 0.077 0.180 0.877 0.010 0.961 0.711 1.195

0.070 -6.834 2.145 -1.037 2.139 -0.052 0.358 0.075 0.171 0.887 0.009 0.943 0.697 1.172

0.072 -6.965 2.166 -0.997 2.044 -0.054 0.341 0.074 0.162 0.895 0.009 0.925 0.681 1.148

0.075 -7.099 2.187 -0.958 1.883 -0.055 0.319 0.072 0.152 0.905 0.008 0.906 0.667 1.125

0.078 -7.219 2.207 -0.925 1.711 -0.056 0.298 0.071 0.141 0.916 0.008 0.890 0.652 1.103

0.081 -7.324 2.230 -0.904 1.644 -0.057 0.287 0.070 0.136 0.921 0.008 0.875 0.639 1.083

0.084 -7.433 2.249 -0.883 1.482 -0.057 0.271 0.069 0.127 0.942 0.007 0.858 0.629 1.064

0.087 -7.562 2.271 -0.858 1.234 -0.057 0.251 0.067 0.117 1.000 0.007 0.843 0.619 1.046

0.091 -7.689 2.294 -0.835 1.044 -0.057 0.237 0.066 0.110 1.083 0.007 0.827 0.609 1.027

0.094 -7.813 2.319 -0.813 0.925 -0.058 0.228 0.065 0.105 1.166 0.006 0.813 0.600 1.011

0.098 -7.911 2.348 -0.813 0.943 -0.057 0.226 0.064 0.104 1.139 0.006 0.799 0.593 0.995

0.102 -7.991 2.376 -0.827 1.058 -0.056 0.229 0.063 0.106 1.049 0.006 0.787 0.589 0.983

0.106 -8.075 2.404 -0.845 1.044 -0.054 0.226 0.062 0.106 1.030 0.006 0.775 0.588 0.973

0.110 -8.190 2.426 -0.841 0.809 -0.053 0.215 0.061 0.099 1.186 0.006 0.763 0.584 0.961

0.114 -8.287 2.449 -0.849 0.780 -0.052 0.212 0.061 0.098 1.197 0.006 0.757 0.581 0.954

0.118 -8.375 2.471 -0.862 0.821 -0.049 0.213 0.060 0.099 1.136 0.006 0.752 0.579 0.949

0.123 -8.477 2.494 -0.869 0.868 -0.048 0.213 0.060 0.099 1.081 0.006 0.747 0.575 0.943

0.128 -8.576 2.518 -0.875 0.948 -0.047 0.215 0.060 0.100 1.015 0.006 0.741 0.572 0.936

0.133 -8.658 2.537 -0.887 1.039 -0.045 0.217 0.059 0.102 0.949 0.006 0.731 0.569 0.927

0.138 -8.724 2.554 -0.911 1.159 -0.043 0.221 0.058 0.104 0.876 0.006 0.725 0.565 0.919

0.143 -8.795 2.572 -0.933 1.321 -0.041 0.229 0.058 0.109 0.814 0.006 0.721 0.563 0.915

0.149 -8.853 2.590 -0.964 1.478 -0.039 0.237 0.058 0.113 0.765 0.007 0.716 0.561 0.909

0.154 -8.962 2.610 -0.977 1.494 -0.036 0.237 0.057 0.113 0.752 0.007 0.711 0.560 0.905

0.160 -9.165 2.648 -0.954 1.376 -0.036 0.232 0.058 0.110 0.785 0.006 0.699 0.559 0.895

0.167 -9.372 2.683 -0.916 1.305 -0.037 0.228 0.058 0.108 0.833 0.006 0.690 0.555 0.886

0.173 -9.555 2.716 -0.893 1.183 -0.037 0.223 0.058 0.104 0.881 0.006 0.684 0.553 0.880

0.180 -9.714 2.747 -0.877 1.066 -0.038 0.217 0.057 0.102 0.944 0.006 0.672 0.552 0.870

0.187 -9.871 2.765 -0.843 1.003 -0.040 0.214 0.057 0.100 1.011 0.006 0.668 0.551 0.866

v



0.194 -9.946 2.766 -0.834 0.930 -0.042 0.210 0.056 0.099 1.063 0.006 0.655 0.552 0.856

0.201 -10.024 2.784 -0.850 1.080 -0.041 0.219 0.057 0.103 0.979 0.006 0.658 0.554 0.860

0.209 -10.193 2.821 -0.842 1.089 -0.042 0.221 0.057 0.104 0.987 0.006 0.660 0.555 0.862

0.217 -10.297 2.843 -0.855 1.117 -0.041 0.226 0.058 0.106 0.986 0.006 0.659 0.557 0.863

0.226 -10.336 2.852 -0.889 1.331 -0.037 0.238 0.058 0.112 0.890 0.007 0.664 0.553 0.864

0.234 -10.481 2.880 -0.892 1.231 -0.036 0.233 0.058 0.110 0.912 0.007 0.653 0.555 0.857

0.244 -10.594 2.896 -0.891 1.156 -0.035 0.231 0.058 0.109 0.943 0.007 0.651 0.557 0.857

0.253 -10.770 2.923 -0.862 0.877 -0.039 0.214 0.052 0.103 1.128 0.006 0.567 0.569 0.803

0.263 -10.921 2.943 -0.843 0.878 -0.040 0.215 0.053 0.103 1.157 0.006 0.570 0.570 0.806

0.273 -10.959 2.959 -0.885 1.369 -0.038 0.247 0.058 0.117 0.908 0.007 0.643 0.558 0.852

0.283 -11.092 2.975 -0.873 1.374 -0.038 0.249 0.059 0.118 0.924 0.007 0.647 0.559 0.855

0.294 -11.220 2.977 -0.845 1.259 -0.041 0.245 0.059 0.115 0.990 0.007 0.645 0.562 0.855

0.306 -11.379 2.989 -0.804 1.107 -0.044 0.238 0.060 0.112 1.099 0.007 0.648 0.566 0.860

0.318 -11.534 2.989 -0.746 0.903 -0.048 0.230 0.060 0.107 1.315 0.007 0.653 0.563 0.862

0.330 -11.665 3.007 -0.736 1.004 -0.049 0.236 0.061 0.110 1.263 0.007 0.657 0.563 0.865

0.343 -11.743 3.012 -0.733 1.072 -0.050 0.239 0.061 0.111 1.230 0.007 0.650 0.563 0.860

0.356 -11.830 3.017 -0.737 1.088 -0.049 0.241 0.061 0.112 1.219 0.007 0.656 0.558 0.861

0.370 -11.953 3.039 -0.741 1.159 -0.049 0.247 0.062 0.114 1.187 0.007 0.663 0.558 0.867

0.384 -12.066 3.047 -0.726 1.194 -0.050 0.251 0.063 0.116 1.204 0.007 0.667 0.559 0.870

0.399 -12.167 3.060 -0.723 1.378 -0.050 0.266 0.064 0.124 1.168 0.007 0.676 0.558 0.876

0.415 -12.295 3.068 -0.706 1.312 -0.051 0.265 0.065 0.123 1.222 0.007 0.679 0.562 0.882

0.431 -12.381 3.063 -0.697 1.280 -0.051 0.264 0.066 0.122 1.252 0.007 0.683 0.563 0.886

0.447 -12.525 3.069 -0.671 1.207 -0.052 0.263 0.067 0.120 1.331 0.007 0.685 0.562 0.886

0.465 -12.608 3.066 -0.666 1.010 -0.052 0.263 0.067 0.121 1.544 0.007 0.685 0.569 0.890

0.483 -12.698 3.070 -0.666 1.073 -0.052 0.268 0.068 0.123 1.504 0.007 0.691 0.568 0.903

0.501 -12.736 3.056 -0.675 1.218 -0.050 0.282 0.070 0.129 1.434 0.008 0.699 0.573 0.903

vi



Table .3: Regression coe�cients and related uncertainty for Model 2 (corrected for site

e�ect)

Periods a b c d σa σb σc σd σ

inter-event

σ

intra-event

σtotal

0.010 -7.198 1.991 -1.105 -0.048 0.200 0.085 0.062 0.005 1.080 0.731 1.304

0.010 -7.205 1.996 -1.105 -0.048 0.199 0.085 0.063 0.005 1.075 0.732 1.300

0.011 -7.217 2.002 -1.105 -0.048 0.198 0.084 0.063 0.005 1.064 0.732 1.292

0.011 -7.226 2.008 -1.106 -0.048 0.197 0.084 0.063 0.005 1.056 0.732 1.285

0.012 -7.227 2.011 -1.109 -0.048 0.196 0.083 0.063 0.005 1.049 0.733 1.279

0.012 -7.224 2.013 -1.113 -0.048 0.195 0.083 0.063 0.005 1.043 0.735 1.275

0.013 -7.216 2.014 -1.118 -0.048 0.195 0.083 0.063 0.005 1.038 0.737 1.273

0.013 -7.207 2.015 -1.123 -0.048 0.195 0.082 0.063 0.005 1.036 0.740 1.273

0.014 -7.192 2.014 -1.130 -0.048 0.195 0.082 0.063 0.005 1.035 0.743 1.274

0.014 -7.175 2.013 -1.137 -0.048 0.196 0.083 0.064 0.005 1.036 0.746 1.277

0.015 -7.153 2.011 -1.145 -0.048 0.196 0.083 0.064 0.005 1.036 0.750 1.279

0.015 -7.128 2.008 -1.152 -0.047 0.197 0.083 0.064 0.006 1.039 0.754 1.284

0.016 -7.097 2.004 -1.161 -0.047 0.197 0.083 0.065 0.006 1.043 0.759 1.290

0.016 -7.062 1.998 -1.168 -0.047 0.198 0.084 0.065 0.006 1.047 0.764 1.296

0.017 -7.025 1.991 -1.175 -0.047 0.200 0.084 0.066 0.006 1.052 0.770 1.304

0.018 -6.982 1.984 -1.183 -0.047 0.201 0.085 0.066 0.006 1.059 0.777 1.313

0.018 -6.941 1.975 -1.186 -0.047 0.203 0.085 0.067 0.006 1.069 0.784 1.326

0.019 -6.902 1.966 -1.185 -0.047 0.205 0.086 0.067 0.006 1.082 0.792 1.341

0.020 -6.856 1.956 -1.187 -0.047 0.207 0.087 0.068 0.006 1.091 0.800 1.353

0.021 -6.811 1.945 -1.185 -0.048 0.209 0.088 0.069 0.006 1.105 0.807 1.369

0.021 -6.758 1.932 -1.185 -0.048 0.212 0.089 0.069 0.006 1.118 0.814 1.383

0.022 -6.706 1.922 -1.190 -0.048 0.213 0.090 0.070 0.006 1.127 0.820 1.394

0.023 -6.664 1.916 -1.194 -0.049 0.214 0.090 0.070 0.006 1.129 0.826 1.399

0.024 -6.629 1.912 -1.197 -0.049 0.214 0.090 0.071 0.006 1.125 0.831 1.399

0.025 -6.589 1.908 -1.201 -0.049 0.214 0.090 0.071 0.006 1.124 0.837 1.402

0.026 -6.550 1.902 -1.201 -0.049 0.216 0.090 0.072 0.006 1.130 0.842 1.409

0.027 -6.520 1.899 -1.197 -0.050 0.217 0.091 0.072 0.006 1.136 0.846 1.416

0.028 -6.493 1.895 -1.190 -0.050 0.217 0.091 0.072 0.006 1.139 0.850 1.421

0.029 -6.468 1.896 -1.187 -0.051 0.218 0.092 0.073 0.006 1.145 0.854 1.428

0.030 -6.432 1.890 -1.180 -0.051 0.220 0.092 0.073 0.006 1.152 0.857 1.436

0.031 -6.404 1.889 -1.175 -0.051 0.221 0.093 0.073 0.006 1.158 0.859 1.442

0.033 -6.382 1.890 -1.169 -0.052 0.221 0.093 0.073 0.006 1.161 0.862 1.446

0.034 -6.379 1.893 -1.155 -0.053 0.222 0.093 0.073 0.006 1.165 0.862 1.449

0.035 -6.391 1.899 -1.134 -0.054 0.221 0.093 0.073 0.006 1.162 0.862 1.447

0.036 -6.420 1.906 -1.109 -0.055 0.221 0.093 0.073 0.006 1.158 0.862 1.444

0.038 -6.448 1.914 -1.082 -0.057 0.220 0.093 0.073 0.006 1.156 0.860 1.441

0.039 -6.471 1.922 -1.060 -0.059 0.220 0.093 0.073 0.006 1.157 0.856 1.439

vii



0.041 -6.498 1.929 -1.037 -0.060 0.220 0.092 0.072 0.006 1.156 0.850 1.435

0.042 -6.523 1.937 -1.019 -0.061 0.218 0.092 0.072 0.006 1.147 0.844 1.424

0.044 -6.560 1.949 -1.001 -0.062 0.216 0.091 0.071 0.006 1.136 0.839 1.412

0.046 -6.598 1.957 -0.980 -0.062 0.214 0.090 0.071 0.006 1.128 0.829 1.400

0.048 -6.645 1.968 -0.960 -0.063 0.212 0.089 0.070 0.006 1.117 0.819 1.385

0.049 -6.694 1.982 -0.942 -0.063 0.210 0.088 0.069 0.006 1.104 0.810 1.369

0.051 -6.743 1.999 -0.929 -0.063 0.207 0.087 0.068 0.006 1.089 0.801 1.352

0.053 -6.799 2.018 -0.914 -0.063 0.204 0.086 0.067 0.006 1.070 0.791 1.331

0.055 -6.852 2.034 -0.901 -0.063 0.200 0.084 0.066 0.006 1.054 0.779 1.310

0.057 -6.900 2.050 -0.895 -0.062 0.197 0.083 0.065 0.006 1.036 0.766 1.288

0.060 -6.956 2.068 -0.887 -0.061 0.194 0.082 0.064 0.005 1.021 0.751 1.268

0.062 -7.017 2.087 -0.876 -0.061 0.191 0.080 0.063 0.005 1.004 0.738 1.246

0.064 -7.075 2.106 -0.865 -0.062 0.187 0.078 0.062 0.005 0.981 0.725 1.220

0.067 -7.135 2.124 -0.853 -0.062 0.183 0.077 0.060 0.005 0.960 0.711 1.194

0.070 -7.213 2.143 -0.834 -0.063 0.179 0.075 0.059 0.005 0.941 0.697 1.171

0.072 -7.303 2.164 -0.815 -0.063 0.176 0.074 0.058 0.005 0.923 0.681 1.147

0.075 -7.383 2.185 -0.804 -0.063 0.172 0.072 0.057 0.005 0.906 0.667 1.125

0.078 -7.452 2.205 -0.798 -0.063 0.169 0.071 0.056 0.005 0.888 0.652 1.102

0.081 -7.537 2.229 -0.789 -0.063 0.166 0.070 0.054 0.005 0.873 0.639 1.082

0.084 -7.605 2.248 -0.789 -0.062 0.163 0.068 0.054 0.005 0.856 0.630 1.063

0.087 -7.683 2.270 -0.792 -0.060 0.160 0.067 0.053 0.005 0.841 0.619 1.045

0.091 -7.776 2.293 -0.787 -0.059 0.157 0.066 0.052 0.004 0.827 0.609 1.027

0.094 -7.880 2.319 -0.776 -0.060 0.155 0.065 0.051 0.004 0.813 0.600 1.011

0.098 -7.981 2.348 -0.774 -0.059 0.152 0.064 0.050 0.004 0.799 0.593 0.995

0.102 -8.079 2.375 -0.779 -0.058 0.150 0.063 0.050 0.004 0.787 0.589 0.983

0.106 -8.162 2.403 -0.797 -0.056 0.148 0.062 0.050 0.004 0.773 0.588 0.971

0.110 -8.243 2.425 -0.812 -0.055 0.147 0.061 0.050 0.004 0.761 0.585 0.960

0.114 -8.337 2.448 -0.821 -0.053 0.146 0.061 0.049 0.004 0.755 0.582 0.953

0.118 -8.432 2.470 -0.830 -0.051 0.145 0.060 0.049 0.004 0.752 0.579 0.949

0.123 -8.540 2.493 -0.834 -0.050 0.144 0.060 0.049 0.004 0.747 0.575 0.943

0.128 -8.651 2.517 -0.834 -0.049 0.143 0.060 0.049 0.004 0.739 0.572 0.935

0.133 -8.749 2.536 -0.837 -0.048 0.142 0.059 0.048 0.004 0.731 0.569 0.927

0.138 -8.838 2.553 -0.848 -0.046 0.140 0.058 0.048 0.004 0.723 0.565 0.918

0.143 -8.943 2.571 -0.852 -0.045 0.140 0.058 0.048 0.004 0.720 0.563 0.914

0.149 -9.041 2.589 -0.862 -0.044 0.139 0.058 0.048 0.004 0.714 0.561 0.908

0.154 -9.156 2.609 -0.871 -0.042 0.138 0.057 0.048 0.004 0.709 0.561 0.904

0.160 -9.330 2.647 -0.865 -0.040 0.139 0.057 0.048 0.004 0.697 0.559 0.894

0.167 -9.515 2.682 -0.838 -0.041 0.140 0.057 0.048 0.004 0.688 0.556 0.884

0.173 -9.671 2.715 -0.829 -0.041 0.141 0.058 0.048 0.004 0.682 0.553 0.878

0.180 -9.809 2.747 -0.825 -0.041 0.140 0.057 0.048 0.004 0.672 0.552 0.870

0.187 -9.951 2.765 -0.799 -0.043 0.140 0.057 0.048 0.004 0.666 0.552 0.865

viii



0.194 -10.015 2.765 -0.796 -0.044 0.139 0.056 0.048 0.004 0.653 0.552 0.855

0.201 -10.118 2.783 -0.799 -0.044 0.141 0.057 0.049 0.004 0.658 0.554 0.860

0.209 -10.287 2.820 -0.791 -0.044 0.142 0.057 0.049 0.004 0.658 0.555 0.861

0.217 -10.397 2.843 -0.800 -0.043 0.143 0.057 0.049 0.004 0.656 0.558 0.861

0.226 -10.479 2.852 -0.811 -0.041 0.145 0.058 0.049 0.004 0.661 0.554 0.862

0.234 -10.606 2.879 -0.824 -0.039 0.145 0.058 0.049 0.004 0.652 0.556 0.857

0.244 -10.705 2.895 -0.830 -0.039 0.146 0.058 0.050 0.004 0.650 0.558 0.856

0.253 -10.835 2.923 -0.826 -0.041 0.137 0.052 0.051 0.004 0.567 0.569 0.803

0.263 -10.985 2.942 -0.808 -0.042 0.137 0.053 0.051 0.004 0.570 0.570 0.806

0.273 -11.110 2.959 -0.803 -0.042 0.148 0.058 0.051 0.004 0.640 0.559 0.850

0.283 -11.242 2.975 -0.792 -0.043 0.149 0.058 0.051 0.004 0.644 0.560 0.853

0.294 -11.345 2.977 -0.777 -0.044 0.151 0.059 0.052 0.005 0.643 0.562 0.854

0.306 -11.473 2.988 -0.754 -0.047 0.152 0.060 0.053 0.005 0.646 0.566 0.859

0.318 -11.594 2.989 -0.714 -0.050 0.154 0.060 0.053 0.005 0.653 0.563 0.862

0.330 -11.736 3.007 -0.697 -0.051 0.156 0.061 0.053 0.005 0.656 0.563 0.865

0.343 -11.824 3.011 -0.689 -0.052 0.155 0.061 0.053 0.005 0.649 0.563 0.859

0.356 -11.913 3.017 -0.692 -0.051 0.157 0.061 0.054 0.005 0.654 0.558 0.860

0.370 -12.047 3.038 -0.690 -0.051 0.159 0.062 0.054 0.005 0.663 0.558 0.867

0.384 -12.163 3.046 -0.673 -0.053 0.160 0.062 0.054 0.005 0.664 0.559 0.868

0.399 -12.294 3.060 -0.655 -0.054 0.164 0.064 0.055 0.005 0.675 0.558 0.875

0.415 -12.408 3.068 -0.645 -0.054 0.167 0.065 0.055 0.005 0.676 0.562 0.880

0.431 -12.487 3.063 -0.640 -0.054 0.168 0.065 0.056 0.005 0.680 0.564 0.883

0.447 -12.618 3.069 -0.621 -0.055 0.172 0.067 0.056 0.005 0.684 0.562 0.885

0.465 -12.673 3.066 -0.630 -0.054 0.176 0.067 0.059 0.005 0.685 0.569 0.890

0.483 -12.771 3.069 -0.626 -0.054 0.177 0.068 0.059 0.005 0.689 0.569 0.893

0.501 -12.829 3.055 -0.624 -0.053 0.182 0.070 0.060 0.005 0.696 0.573 0.902

ix



Table .4: Regression coe�cients and related uncertainty for Model 3 (corrected for site

e�ect)

Periods a b c h d σa σb σc σh σd σ

inter-event

σ

intra-event

σtotal

0.010 -7.397 2.117 -1.283 3.174 -0.030 0.395 0.081 0.181 0.469 0.010 1.021 0.735 1.258

0.010 -7.403 2.122 -1.283 3.178 -0.030 0.395 0.081 0.182 0.470 0.010 1.016 0.736 1.255

0.011 -7.418 2.129 -1.281 3.180 -0.031 0.395 0.081 0.182 0.471 0.010 1.009 0.736 1.249

0.011 -7.431 2.134 -1.280 3.177 -0.031 0.394 0.080 0.182 0.470 0.010 1.001 0.736 1.242

0.012 -7.438 2.138 -1.281 3.166 -0.031 0.392 0.079 0.181 0.469 0.010 0.991 0.737 1.236

0.012 -7.442 2.140 -1.282 3.157 -0.031 0.391 0.079 0.181 0.467 0.010 0.986 0.739 1.232

0.013 -7.441 2.142 -1.285 3.148 -0.031 0.391 0.079 0.181 0.466 0.010 0.983 0.741 1.231

0.013 -7.434 2.143 -1.289 3.143 -0.031 0.391 0.079 0.181 0.465 0.010 0.981 0.744 1.232

0.014 -7.426 2.143 -1.294 3.129 -0.031 0.391 0.079 0.181 0.463 0.010 0.978 0.748 1.231

0.014 -7.409 2.143 -1.303 3.126 -0.031 0.392 0.079 0.182 0.461 0.010 0.980 0.751 1.234

0.015 -7.387 2.141 -1.313 3.123 -0.030 0.393 0.079 0.182 0.460 0.010 0.979 0.755 1.236

0.015 -7.362 2.138 -1.321 3.120 -0.030 0.394 0.079 0.183 0.458 0.010 0.982 0.759 1.241

0.016 -7.337 2.135 -1.329 3.107 -0.029 0.395 0.079 0.183 0.456 0.010 0.983 0.763 1.245

0.016 -7.294 2.130 -1.342 3.117 -0.029 0.399 0.080 0.185 0.457 0.010 0.987 0.769 1.251

0.017 -7.244 2.123 -1.356 3.131 -0.028 0.404 0.080 0.188 0.458 0.010 0.992 0.775 1.259

0.018 -7.192 2.116 -1.369 3.141 -0.028 0.408 0.081 0.190 0.459 0.010 0.998 0.782 1.268

0.018 -7.118 2.108 -1.390 3.181 -0.027 0.418 0.081 0.194 0.463 0.010 1.007 0.789 1.279

0.019 -7.005 2.098 -1.425 3.273 -0.026 0.436 0.082 0.203 0.472 0.011 1.020 0.796 1.294

0.020 -6.891 2.088 -1.461 3.354 -0.025 0.453 0.083 0.210 0.479 0.011 1.030 0.805 1.307

0.021 -6.774 2.075 -1.495 3.437 -0.023 0.470 0.084 0.218 0.486 0.011 1.044 0.811 1.322

0.021 -6.640 2.062 -1.535 3.528 -0.022 0.489 0.085 0.227 0.493 0.012 1.056 0.818 1.336

0.022 -6.535 2.052 -1.566 3.583 -0.021 0.502 0.086 0.233 0.496 0.012 1.064 0.824 1.346

0.023 -6.469 2.046 -1.582 3.612 -0.021 0.510 0.086 0.236 0.499 0.012 1.069 0.830 1.353

0.024 -6.381 2.041 -1.611 3.663 -0.020 0.521 0.086 0.242 0.502 0.012 1.062 0.835 1.352

0.025 -6.321 2.038 -1.625 3.687 -0.019 0.529 0.086 0.245 0.505 0.012 1.064 0.841 1.357

0.026 -6.248 2.031 -1.641 3.724 -0.019 0.538 0.087 0.249 0.509 0.012 1.070 0.846 1.364

0.027 -6.214 2.028 -1.639 3.729 -0.019 0.541 0.087 0.251 0.513 0.013 1.072 0.850 1.369

0.028 -6.174 2.024 -1.637 3.756 -0.020 0.549 0.087 0.254 0.520 0.013 1.081 0.854 1.377

0.029 -6.177 2.024 -1.618 3.734 -0.021 0.547 0.088 0.254 0.525 0.013 1.087 0.858 1.384

0.030 -6.168 2.018 -1.598 3.712 -0.022 0.546 0.088 0.253 0.530 0.013 1.094 0.861 1.392

0.031 -6.167 2.017 -1.580 3.690 -0.023 0.543 0.089 0.252 0.533 0.013 1.100 0.864 1.398

0.033 -6.150 2.018 -1.569 3.695 -0.024 0.546 0.089 0.253 0.540 0.013 1.106 0.866 1.405

0.034 -6.154 2.020 -1.549 3.702 -0.025 0.548 0.090 0.254 0.548 0.013 1.109 0.866 1.408

0.035 -6.199 2.025 -1.509 3.686 -0.027 0.545 0.090 0.253 0.560 0.013 1.110 0.866 1.408

0.036 -6.250 2.031 -1.469 3.685 -0.029 0.544 0.089 0.252 0.575 0.013 1.106 0.866 1.405

0.038 -6.246 2.036 -1.452 3.754 -0.031 0.556 0.089 0.257 0.593 0.013 1.107 0.864 1.404

0.039 -6.201 2.042 -1.458 3.862 -0.031 0.574 0.090 0.265 0.609 0.013 1.113 0.860 1.406

x



0.041 -6.192 2.047 -1.448 3.937 -0.033 0.584 0.090 0.269 0.624 0.013 1.115 0.854 1.405

0.042 -6.199 2.053 -1.434 3.991 -0.034 0.590 0.089 0.272 0.636 0.013 1.110 0.848 1.397

0.044 -6.214 2.064 -1.422 4.040 -0.034 0.596 0.089 0.274 0.648 0.013 1.102 0.843 1.387

0.046 -6.182 2.070 -1.431 4.142 -0.034 0.608 0.088 0.279 0.656 0.013 1.094 0.833 1.375

0.048 -6.202 2.080 -1.419 4.195 -0.034 0.611 0.087 0.280 0.664 0.013 1.086 0.822 1.362

0.049 -6.236 2.091 -1.405 4.232 -0.034 0.611 0.086 0.280 0.669 0.013 1.077 0.813 1.349

0.051 -6.285 2.107 -1.390 4.240 -0.034 0.605 0.085 0.277 0.671 0.013 1.059 0.804 1.330

0.053 -6.304 2.124 -1.389 4.301 -0.034 0.608 0.084 0.278 0.675 0.013 1.043 0.794 1.311

0.055 -6.351 2.139 -1.377 4.321 -0.034 0.603 0.083 0.276 0.674 0.013 1.027 0.782 1.290

0.057 -6.506 2.155 -1.319 4.192 -0.035 0.570 0.081 0.261 0.666 0.012 1.009 0.768 1.268

0.060 -6.744 2.174 -1.224 3.962 -0.038 0.520 0.080 0.240 0.657 0.012 0.993 0.754 1.247

0.062 -7.001 2.194 -1.117 3.691 -0.043 0.469 0.078 0.217 0.649 0.011 0.971 0.741 1.222

0.064 -7.187 2.213 -1.041 3.503 -0.046 0.432 0.077 0.200 0.642 0.010 0.952 0.728 1.199

0.067 -7.330 2.231 -0.989 3.363 -0.048 0.404 0.075 0.187 0.631 0.010 0.929 0.715 1.172

0.070 -7.505 2.250 -0.922 3.189 -0.051 0.373 0.073 0.173 0.623 0.009 0.909 0.701 1.147

0.072 -7.631 2.270 -0.881 3.128 -0.052 0.357 0.072 0.166 0.622 0.009 0.891 0.685 1.124

0.075 -7.797 2.291 -0.825 2.948 -0.055 0.329 0.070 0.152 0.607 0.008 0.875 0.670 1.102

0.078 -7.941 2.311 -0.781 2.779 -0.056 0.303 0.069 0.140 0.587 0.008 0.858 0.656 1.080

0.081 -8.080 2.335 -0.743 2.648 -0.058 0.284 0.068 0.131 0.573 0.008 0.843 0.643 1.060

0.084 -8.204 2.354 -0.713 2.506 -0.058 0.266 0.067 0.122 0.554 0.007 0.827 0.633 1.041

0.087 -8.367 2.376 -0.671 2.271 -0.059 0.240 0.065 0.109 0.522 0.007 0.813 0.623 1.024

0.091 -8.517 2.400 -0.634 2.095 -0.060 0.222 0.064 0.100 0.500 0.006 0.799 0.613 1.007

0.094 -8.644 2.425 -0.609 2.009 -0.061 0.212 0.063 0.095 0.492 0.006 0.788 0.604 0.992

0.098 -8.747 2.453 -0.605 1.998 -0.061 0.209 0.062 0.093 0.487 0.006 0.776 0.596 0.978

0.102 -8.824 2.481 -0.620 2.066 -0.059 0.212 0.062 0.095 0.487 0.006 0.766 0.592 0.968

0.106 -8.893 2.509 -0.647 2.127 -0.057 0.215 0.061 0.098 0.480 0.006 0.756 0.591 0.960

0.110 -8.997 2.532 -0.649 2.075 -0.056 0.210 0.060 0.095 0.464 0.006 0.745 0.588 0.949

0.114 -9.079 2.555 -0.664 2.116 -0.054 0.212 0.060 0.096 0.460 0.006 0.741 0.585 0.944

0.118 -9.146 2.577 -0.686 2.193 -0.051 0.216 0.060 0.099 0.459 0.006 0.737 0.582 0.939

0.123 -9.230 2.599 -0.701 2.244 -0.049 0.219 0.059 0.100 0.457 0.006 0.733 0.578 0.934

0.128 -9.329 2.623 -0.707 2.261 -0.048 0.219 0.059 0.100 0.454 0.006 0.727 0.575 0.927

0.133 -9.423 2.642 -0.713 2.257 -0.047 0.217 0.058 0.099 0.447 0.006 0.719 0.572 0.919

0.138 -9.496 2.659 -0.733 2.291 -0.045 0.218 0.058 0.100 0.438 0.006 0.712 0.568 0.911

0.143 -9.562 2.676 -0.757 2.382 -0.043 0.224 0.058 0.103 0.439 0.006 0.712 0.565 0.909

0.149 -9.596 2.693 -0.799 2.530 -0.040 0.236 0.057 0.109 0.443 0.006 0.709 0.563 0.905

0.154 -9.696 2.713 -0.815 2.552 -0.037 0.237 0.057 0.110 0.438 0.006 0.706 0.562 0.902

0.160 -9.852 2.744 -0.807 2.554 -0.036 0.239 0.058 0.111 0.446 0.006 0.699 0.561 0.896

0.167 -10.026 2.775 -0.777 2.554 -0.038 0.240 0.058 0.111 0.468 0.006 0.692 0.557 0.889

0.173 -10.155 2.802 -0.773 2.585 -0.037 0.244 0.058 0.112 0.476 0.007 0.689 0.555 0.884

0.180 -10.337 2.836 -0.747 2.469 -0.038 0.234 0.057 0.107 0.470 0.006 0.675 0.554 0.873

0.187 -10.476 2.853 -0.720 2.464 -0.040 0.234 0.057 0.108 0.491 0.006 0.668 0.554 0.868

xi



0.194 -10.514 2.853 -0.729 2.563 -0.041 0.242 0.057 0.112 0.506 0.007 0.660 0.554 0.861

0.201 -10.570 2.870 -0.753 2.676 -0.040 0.255 0.057 0.118 0.520 0.007 0.666 0.556 0.868

0.209 -10.731 2.904 -0.746 2.685 -0.040 0.259 0.058 0.120 0.532 0.007 0.670 0.557 0.871

0.217 -10.860 2.926 -0.744 2.618 -0.040 0.255 0.058 0.118 0.526 0.007 0.668 0.559 0.871

0.226 -10.870 2.933 -0.789 2.780 -0.037 0.271 0.059 0.125 0.530 0.007 0.675 0.555 0.874

0.234 -11.018 2.960 -0.788 2.710 -0.035 0.266 0.059 0.123 0.519 0.007 0.666 0.557 0.868

0.244 -11.202 2.976 -0.751 2.488 -0.037 0.248 0.059 0.114 0.504 0.007 0.659 0.560 0.865

0.253 -11.430 3.000 -0.689 2.222 -0.042 0.221 0.053 0.104 0.494 0.006 0.570 0.572 0.808

0.263 -11.568 3.019 -0.674 2.244 -0.043 0.224 0.053 0.105 0.514 0.006 0.573 0.574 0.811

0.273 -11.554 3.032 -0.740 2.594 -0.039 0.262 0.059 0.121 0.544 0.007 0.656 0.560 0.863

0.283 -11.679 3.047 -0.729 2.605 -0.040 0.265 0.060 0.122 0.560 0.007 0.661 0.562 0.867

0.294 -11.790 3.047 -0.705 2.598 -0.042 0.268 0.061 0.123 0.585 0.007 0.662 0.564 0.869

0.306 -11.966 3.057 -0.654 2.480 -0.046 0.259 0.061 0.119 0.605 0.007 0.665 0.568 0.874

0.318 -12.166 3.055 -0.570 2.184 -0.052 0.235 0.061 0.106 0.616 0.007 0.665 0.565 0.873

0.330 -12.284 3.072 -0.565 2.248 -0.052 0.242 0.062 0.109 0.641 0.007 0.669 0.565 0.875

0.343 -12.350 3.076 -0.569 2.307 -0.053 0.246 0.062 0.112 0.656 0.007 0.661 0.565 0.869

0.356 -12.440 3.081 -0.570 2.304 -0.052 0.247 0.062 0.112 0.655 0.007 0.667 0.560 0.870

0.370 -12.575 3.103 -0.568 2.293 -0.052 0.248 0.063 0.112 0.657 0.007 0.674 0.560 0.876

0.384 -12.704 3.109 -0.542 2.196 -0.054 0.242 0.063 0.109 0.664 0.007 0.676 0.561 0.878

0.399 -12.812 3.119 -0.534 2.182 -0.054 0.245 0.065 0.110 0.684 0.007 0.684 0.559 0.884

0.415 -12.925 3.126 -0.523 2.158 -0.055 0.246 0.066 0.110 0.698 0.007 0.687 0.563 0.889

0.431 -12.993 3.121 -0.522 2.182 -0.054 0.250 0.066 0.112 0.711 0.007 0.690 0.565 0.891

0.447 -13.122 3.123 -0.497 2.121 -0.056 0.247 0.067 0.109 0.733 0.007 0.691 0.564 0.892

0.465 -13.227 3.117 -0.478 1.861 -0.056 0.236 0.068 0.103 0.716 0.007 0.692 0.569 0.896

0.483 -13.307 3.119 -0.481 1.913 -0.056 0.241 0.069 0.106 0.731 0.007 0.698 0.569 0.901

0.501 -13.328 3.104 -0.497 2.034 -0.054 0.257 0.070 0.113 0.761 0.007 0.704 0.574 0.908

xii
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INTRODUCTION

A stratifi ed Earth model receives support from the presence of prom-
inent seismic velocity discontinuities at average depths of (1) 33 km 
(termed as the Moho), (2) 410 km (410 km), and (3) 660 km (660 km) 
detected globally, in addition to the discovery of a shallow mantle bound-
ary at ~200 km, fi rst recognized and reported by Lehmann (1959), which 
is restricted to certain regions. Since then, several researchers have doc-
umented the presence of shallow mantle layers in diverse tectonic set-
tings using a variety of seismic waves at varied depths (Revenaugh and 
Jordan, 1991; Li et al., 2002; Gung et al., 2003; Deuss and Woodhouse, 
2004). Based on their depth disposition, these boundaries are termed the 
Lehmann (L, 180–250 km) and X- discontinuities (250–330 km). With 
the advent of P-to-s (Ps) receiver function technique (Vinnik, 1977), 
owing to its superior vertical resolution imaging power, unambiguous 
detection of a stratifi ed mantle by way of well-documented presence 
of the 410 km and 660 km discontinuities almost everywhere became 
possible. For the same reason, delineation of shallow mantle layering 
seemed promising. In spite of their better sensitivity to vertical layer-
ing, observations related to the possible presence of the shallow depth 
boundaries ~150–300 km in the Ps receiver function data generally 
remained scarce for several reasons. There is a perception that weaker 
registrations of Ps conversions from these shallow mantle depth layers, 
compared to those related to the well-documented 410 km and 660 km 
discontinuities, often render the former relatively ambiguous (e.g., see 
Grunewald et al., 2001). On the contrary, the amplitudes of Ps conver-
sions related to the Lehmann discontinuity (~250 km; PLs) are the high-
est beneath the northwestern half of the Colorado Plateau–Rio Grand 
Rift–Great Plains Seismic Transect (LA RISTRA) (Wilson et al., 2005) 

and eastern segment of the Massachusetts Broadband Seismo meter 
Experiment (MOMA) profi le (Li et al., 2002). Notwithstanding these 
data, importantly, primary Ps converted waves from the 150–300 km 
depth interfaces and reverberations (multiples) due to shallow structure 
can arrive in overlapping time windows. Several studies can be cited in 
this context: (1) Li et al. (2002) reported complex scattering originating 
from shallow structure in the western segment of the MOMA profi le that 
interfered with PLs-like arrivals; (2) the nature of arrivals corresponding 
to 250–300 km depth beneath the Tanzania craton remains inconclusive 
(Owens et al., 2000); and (3) the problem of unambiguous detection 
of PLs arising due to interference by multiples from Moho and sedi-
ments was reported by Landes et al. (2006). Traditional methods based 
on moveout trends (Yuan et al., 1997) remained unhelpful in such situ-
ations. Such a dilemma was also expressed recently while dealing with 
a negative phase in study of the lithosphere-asthenosphere boundary in 
North America from receiver functions (Abt et al., 2010). Details of the 
factors that render detection of depth boundaries at ~150–300 km in the 
Ps data relatively ambiguous and contentious can be found in Sheehan 
et al. (2000). Hence, given the proximity of crustal reverberations to 
possible direct converted phases, such as the PLs in our study, this signal 
cannot be unambiguously attributed to a direct phase.

The opposing trends of the moveout curves for Ps and the multiples 
based on slowness criteria (Yuan et al., 1997) together with some inno-
vative data segregation (Ramesh et al., 2005), or with S-to-p (Sp) data as 
a guide (Farra and Vinnik, 2000; Ramesh et al., 2010), would reduce the 
ambiguity associated with identifi cation of Ps conversions from shallow 
mantle boundaries. Though the opposite moveout of primary conver-
sions and multiples can potentially discriminate between them, its suc-
cess becomes partial when the receiver functions are restricted to a nar-
row range of slowness values, and also due to possibly small moveout 
values of PLs-like phase arrival times with ray parameter (Sheehan et al., 
2000). Therefore, techniques other than those based on slowness criteria 
alone deserve attention. One fundamental reason for the limited success 

Deciphering shallow mantle stratifi cation through infor-
mation dimension

D.S. Ramesh, P. Appala Raju, Nitin Sharma†, and S. Das Sharma
NATIONAL GEOPHYSICAL RESEARCH INSTITUTE (COUNCIL OF SCIENTIFIC AND INDUSTRIAL RESEARCH), HYDERABAD 500007, INDIA 

ABSTRACT

Applying the concept of cluster entropy, we demonstrate that the primary P-to-s (Ps) conversions originating from the well-recognized 
seismological boundaries (Moho, 410 km, and 660 km depth interfaces) in Earth’s interior and multiple refl ections (reverberations) between 
the surface and the Moho—the prominent crust-mantle boundary of Earth—can be unambiguously identifi ed. Their attendant information 
dimension can act as a discriminant. Documentation of shallow mantle stratifi cation at depths ~150–300 km (L/X layers) using Ps signals is 
scarce and is sometimes attributed to their weak registration in the seismograms together with interference by reverberations from shallow 
structure. The slopes of best fi ts to mean cluster information dimension (as function of epicentral distance) of Ps signals from target bound-
aries such as the Moho, 410 km, and L/X discontinuities are consistently gentle with a slight negative character. In contrast, those related 
to multiples show a steep positive behavior. This opposite nature can potentially discriminate between reverberations and direct converted 
waves, even when they tend to arrive in overlapping time windows. Our approach thus enables unequivocal identifi cation of shallow mantle 
layering from Ps data recorded at diverse tectonic provenances of wide antiquity.

LITHOSPHERE; v. 2; no. 6; p. 462–471.  doi: 10.1130/L117.1

For permission to copy, contact editing@geosociety.org | © 2010 Geological Society of America

†Present address: Department of Physics, Laboratorio di Ricerca in Sismo-
logia Sperimentale e Computazionale, University of Naples “Federico II,” Via 
Cintia, 26, 80126, Monte S. Angelo, Napoli, Italy.



LITHOSPHERE | Volume 2 | Number 6 | www.gsapubs.org 463

L
1
1
7
  
2
n
d
 
p
a
g
e
s

Deciphering shallow mantle stratifi cation through information dimension | RESEARCH

of the moveout-based discrimination of seismic phases could be that 
we are still operating in the measurement space itself. Instead, it may 
be interesting to view data in the generic space where the inherent dif-
ferences related to the origin of various seismological phases could be 
preserved better. One such approach involves application of principles 
of information theory to our observations.

Use of information theory in general, particularly employing meth-
ods based on measures of entropy to solve geophysical problems, is still 
in its infancy and has gained momentum in recent years. For example, 
various measures of entropy were successfully applied to investigate 
dynamical complexity of the Earth’s system (Earth’s magnetosphere, to 
be precise) recently by Balasis et al. (2009). Their results provide con-
clusive evidence for a signifi cant decrease in complexity and accession 
of persistency in disturbance storm time (D

st
) series as a magnetic storm 

approaches. This fi nding, according to them, can be used as a diagnos-
tic tool for detection of magnetospheric injury (global instability). To 
our knowledge, use of measures of entropy in seismology is yet to gain 
prominence. The present study to discern seismic phases of varied origin 
by applying a measure of cluster entropy is perhaps a pioneering attempt 
to understand Earth’s stratifi cation.

Documentation of shallow mantle layering assumes signifi cance both 
in the context of mantle stratifi cation and candidate mineral transforma-
tions at these depth regimes (Deuss and Woodhouse, 2004; Ganguly and 
Frost, 2006). In this work, based on the concept of cluster entropy (Car-
bone et al., 2004; Carbone, 2007; Carbone and Stanley, 2007; Balasis et 
al., 2009; see also Shannon, 1948), we determine the cluster information 
dimension of primary Ps conversions from various depth discontinuities 
(e.g., Moho:Pms; Lehmann:PLs; 410 km:P410s) and the crustal rever-
beration phases (e.g., Pps and Pss; see Fig. 1). We further demonstrate 
that the cluster information dimension can indeed discriminate between 
direct converted waves and multiply refl ected phases registered in Ps 
receiver functions.

MOTIVATION, METHODS, AND DATA

Background

The refl ection and transmission coeffi cients together with the energy 
fl ux associated with converted phases such as Pms, PLs, and crustal mul-
tiples (viz. Pps and Pss) as a function of incidence angle were computed 
and are presented in Figure 1 based on approaches suggested by Aki and 
Richards (1980) and verifi ed using Young and Braile (1976). The most 
signifi cant observation is that the conversion coeffi cients (displacement 
amplitudes) and the associated energy fl ux values of Ps conversions (e.g., 
Pms and PLs phases), and the reverberating phases (Pps and Pss) follow 
distinctly different distributions (Fig. 1). Also, the varied converted and 
multiple phases show internal consistency in consonance with their nature. 
Based on the typical ray geometries of converted and multiple phases and 
their attendant distinct energy fl ux distributions shown above (see Fig. 1), 
it is reasonable to anticipate that their respective average amount of infor-
mation (entropy) could be different. This possible difference in entropy 
between the direct conversions and reverberation phases would result in 
divergent information dimensions of these seismic arrivals. Hence, some 
measure of attendant information dimension can perhaps potentially dis-
criminate between primary converted waves and multiply refl ected phases 
that might arrive even in overlapping time windows.

Method to Estimate Cluster Information Dimension (D
Cluster

)

In order to establish tangible criteria for the detection of shallow man-
tle layers and to have better insight into the nature of varied seismic phases 
registered in Ps receiver function data, we calculated cluster entropy of a 
time series adapting the approaches mentioned in Carbone et al. (2004), 
Carbone (2007), Carbone and Stanley (2007), and Balasis et al. (2009).

In information theory, any data string “X” is termed as a source, and 
the data points constitute the source alphabet. Prior to sampling of this 
source, there is a certain amount of uncertainty associated with the out-
come, which turns into some information on sampling. Thus, concepts 
of uncertainty and information are related. Cluster entropy is defi ned 
as “S” = – Σ P

i
 × log P

i
, where P

i
 is the probability of occurrence of ith 

event. The quantity log P
i
 is the amount of information one gains when 

an event with probability of occurrence P
i
 happens. Hence, the average 

amount of information or the expected value of information for one trial 
of experiment is the quantity “S.” When all events are equally likely, 
then P

i
 = 1/N, where N is the number of options. Hence, the average 

information will be log P
i
 = log N. To calculate the cluster entropy “S” of 

a given data string, the samples are fi rst grouped into histograms of stip-
ulated bin width, and the area under the histogram is normalized to yield 
the probability distribution. The scaling exponent (factor) that describes 
the scaling of the computed entropy with bin width is termed the clus-
ter information dimension. Therefore, cluster information dimension 
(D

Cluster
) is calculated using D

Cluster
 = Σ P

i
(r) × log P

i
(r)/Σ P

i
(r) × log r

i
, 

where r
i
 denotes the bin width of the histogram.

The important steps used to calculate the cluster information dimen-
sion as applicable to our study in a practical recipe form are: (1) imparting 
stationarity to the time series by applying a moving average to the data 
(Fig. 2), and (2) obtaining the differential amplitudes between the time 
series and its moving average (Fig. 2), to result in a stochastic sequence, 
which is followed by (3) construction of frequency distributions of this 
amplitude sequence in order to compute its cluster entropy using the cor-
responding probability distribution functions associated with each class. 
(4) Later, from the ensemble of entropy of all the classes, the cluster infor-
mation dimension of the seismic phase under consideration is estimated 
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Figure 1. Energy fl ux (solid curves) and conversion coeffi cients (stippled 

curves) of some prominent seismic phases recorded in a Ps receiver func-

tion. Conversion coeffi cients (displacement amplitude) and energy fl uxes 

associated with depth converted phases Pms and PLs together with 

crustal multiples Pps and Pss are shown as a function of incidence angle. A 

schematic ray diagram depicting Pms, Pps, and Pss phases is also shown. 

Calculations for P410s and P660s phases were also performed but are not 

shown here. Computations were carried out using parameters from the 

PREM standard earth model. Average parameter values until 1000 km 

depth below the target conversion boundary (e.g., Moho:Pms; 220 km:PLs; 

400 km:P410s, etc.) and above it (to 0 km) were used to arrive at the cor-

responding P and S velocities and densities across the boundary of interest 

in our computations. All computations were done using MATLAB 7.6.
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according to the previous formula for D
Cluster

, and (5) fi nally, the entire pro-
cess (1–4) is repeated on each receiver function to enable us to compute 
D

Cluster
 of various seismic phases (e.g., Pms, PLs, P410s, Pps, Pss, etc.) for 

the total epicentral distance range of the data.
Based on this foundation, we fi rst demonstrate the effi cacy of our tech-

nique on synthetic receiver function data generated using a model with 
the “Lehmann” boundary incorporated (see Fig. 3A). The synthetic data 
were obtained adopting standard methods (e.g., Haskell, 1962; Langston, 
1977, 1979). The D

Cluster
 values as a function of epicentral distance for 

various seismic phases (Pms, PLs, Pps, and Pss) along with their best fi ts 
are shown in Figure 3B. It is interesting to note that the best-fi t slopes of 
primary converted phases (Pms and PLs) show a negative trend, in con-
trast to the positive slopes exhibited by the multiples (Pps and Pss phases). 
This opposing slope-character distilled from the synthetic seismogram 
data could form the fundamental basis to discriminate between depth con-
verted phases and multiply refl ected seismic phases.

Application to the Observed Data

With this premise, a few hundreds of broad band data from six seis-
mic stations distributed mainly in India and North America, and published 
by us earlier (Ramesh et al., 2002, 2010), were reanalyzed. Two of these 
stations (HYB—Hyderabad; CUD—Cudappah) are located in southern 

India, two (FFC—Flin Flon; FRB—Frobisher Bay) are situated in Can-
ada, while the remaining (HRV—Harvard; PAS—Pasadena) are located 
in the United States. We followed the methods described by Vinnik (1977) 
to construct and treat the Ps receiver functions. The number of data, their 
quality, and processing details together with the published main results for 
these stations from India and North America can be found respectively in 
Ramesh et al. (2010) and Ramesh et al. (2002). Following Vinnik (1977), 
to obtain a Ps receiver function, we fi rst rotated the original ZNE record-
ings to ZRT using back-azimuth information. Subsequently, the Z and R 
components were further rotated into local ray coordinate system L (P 
energy) and Q (SV energy) components involving the angle of incidence 
for better isolation of the P and SV energy from the incident wave fi eld. 
This was followed by deconvolution of the L component from the Q com-
ponent to obtain P-to-s (Ps) receiver functions.

The Ps distance moveout-corrected (Yuan et al., 1997) receiver func-
tion stack sections for six stations are presented in Figure 4. Apart from 
the well-recognized Pms, Pps, and Pss arrivals, positive polarity energy 
corresponding to possible PLs(?) arrivals can be observed in the data at 
~20 s consistently across a large distance range (slowness) at three seis-
mic stations, namely, PAS, CUD, and HYB (Figs. 4B–4D). This addi-
tional feature (PLs), though observed at these stations in the aforemen-
tioned studies, was not discussed earlier in view of its arrival proximity 
to the multiple phases (Pps and Pss), and its often inclined nature akin 
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Figure 2. Representative seismic phases and moving average curves. Examples are given of seismic phases (solid curves) of interest along with mov-

ing averages (stippled curves) showing the approach to impart stationarity to the recorded time series.
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Vp (km/s) Vs (km/s) Density 
(g/cm3)

Layer 
thickness 

(km)

Vp/Vs

6.2 3.55 2.75 35 1.75
8.1 4.4 3.36 185 1.84
8.5 4.9 3.49 250 1.73
8.8 5.1 3.6 - 1.73
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Figure 3. Application of the method to synthetic data. (A) Synthetic receiver functions generated using the model presented 

in the inset. Synthetics are in the distances between 29° and 90° corresponding to slowness range 0.08–0.042 s/km in steps 

of 0.002 s/km. The receiver function phases are Pms (Ps conversion from the Moho boundary at 35 km depth) and PLs (Ps 

conversion from “Lehmann” boundary placed at 220 km depth), and the crustal multiple phases are Pps and Pss, for which 

ray paths are also shown in Figure 1. Note that the synthetic seismograms are presented in the ZRT system, as opposed to 

the LQT used for our real data. (B) Cluster information dimension for 19 synthetic receiver functions shown in Figure 3A as a 

function of epicentral distance for various seismic phases (Pms, PLs, Pps, and Pss).
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Figure 4. Ps moveout-corrected P receiver function distance stack sections at all the six stations (see text for station locations). In the top graph, the 

corresponding sum trace is shown. The Moho, Pms arrival, possible Lehmann-related arrival (220 km, PLs), conversions from the 410 km (P410s) and 

660 km (P660s) boundaries, in addition to the crustal multiples, Pps and Pss phases, are marked in the sum traces.
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to the multiples (see Figs. 4B–4D) in the Ps moveout-corrected sections. 
These factors render identifi cation of possible PLs phase as a primary 
conversion ambiguous. For these reasons, we then preferred to err on the 
side of caution, especially in the absence of robust primary and multiple 
phase discriminants, in addition to the lack of additional constraints or 
information in the form of Sp receiver functions, which are now avail-
able at some locations to unambiguously identify these signals (see, for 
example, Ramesh et al., 2010).

Therefore, our motivation to apply the concept of cluster entropy (Car-
bone, 2007; Balasis et al., 2009; see also Shannon, 1948) to study the 
nature of energetic arrivals close to the identifi ed Pps and Pss arrivals, 
preferably within a 20–30 s delay time window, present in the Ps moveout-
corrected stack sections (e.g., Fig. 4) of our previously cited publications 
seems reasonable. Thus, we computed the cluster entropy and the cor-
responding cluster information dimension for the well-recognized direct 
converted phases Pms and P410s, and multiples Pps and Pss, in addition 
to the ambiguous PLs arrivals.

In computation of the cluster entropy, ~15% of data did not yield a 
cluster using the attendant moving averages of the corresponding seismic 
phases. Temporal variations in the ambient noise beneath a seismic station 
could perhaps be one contributing factor to this. This minor limitation can 
however be overcome with availability of moderate amounts of data.

RESULTS AND DISCUSSION

The computed cluster information dimension of the seismic arrivals 
designated as Pms, PLs, and P410s, in general, share a narrow restricted 
range, as opposed to the wide scatter exhibited by the multiples Pps 
and Pss (Fig. 5A). This indicates that the range of uncertainty associ-

ated with the ambiguous PLs phase refl ects more commonality with the 
recognized converted waves (Pms and P410s) compared to the well-
established reverberated arrivals (Pps and Pss). This could perhaps 
serve as one diagnostic to discriminate between direct conversions and 
the multiples.

We constructed the probability distribution functions (pdf) of the 
cluster information dimension corresponding to the seismic arrivals 
Pms, PLs, P410s, Pps, and Pss at various seismic stations. Samples of 
such pdfs at representative stations presented in Figure 5B illustrate the 
distinct distribution character of the converted waves and the multiples. 
This observation is valid in most of the cases. Such contrasting behavior 
of the candidate phases is already documented in their respective energy 
fl ux and conversion coeffi cient distributions (Fig. 1). This observation 
reinforces the fact that reverberation phases seem to follow a slightly 
skewed distribution, while primary conversions from target boundaries 
within Earth are invariably associated with more symmetric distribu-
tions (Fig. 5B). This could serve as another diagnostic to discriminate 
shallow mantle primary conversions (like the PLs phase) from the mul-
tiple arrivals.

To further distill our diagnostics and observations in order to arrive at 
a more robust measure of the discriminant, the cluster information dimen-
sion (D

Cluster
) of Pms, PLs, P410s, Pps, and Pss seismic phases, as a func-

tion of epicentral distance, was studied in two ways. The fi rst deals with 
variation of D

Cluster
 corresponding to each receiver function with epicentral 

distance (Fig. 6), which replicates the behavior already documented by the 
synthetic data presented in Figure 3B.

In the other, the Ps receiver functions obtained over a wide distance 
range (30°–90°; 1° ≈ 111 km) at each station were grouped into uniform-
sized distance bins. The choice of the distance bin width at each station 
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Figure 5. Examples of spread in 

cluster information dimension 

(D
Cluster

) and histogram plots of 

D
Cluster

 associated with various 

seismic phases. (A) The range of 

D
Cluster

 for converted phases Pms, 

PLs, and P410s and crustal multi-

ple phases Pps and Pss computed 

for stations HYB, CUD, and PAS. 

Primary conversions generally 

show smaller spreads compared 

to the large scatter shown by 

multiples. (B) Cluster information 

dimension histograms (bars) and 

corresponding probability distri-

bution function (pdf) curves show 

the distinct character of the direct 

converted phases and multiple 

arrivals. Note mutual consistency 

in pdf patterns of primary con-

verted waves (between Pms and 

PLs) and the multiply refl ected 

waves (i.e., Pps and Pss). This can 

be prescribed as one diagnostic 

to discriminate conversions from 

multiples based on D
Cluster

 alone.
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varied in order to maintain a comparable number of receiver functions per 
distance bin. The mean value of the cluster information dimension asso-
ciated with the stated direct and multiple phases corresponding to each 
distance range (bin width) were then computed. A weighted least square 
fi t corresponding to each seismic phase mean information dimension at a 
few stations sampling diverse tectonic regimes of varied ages is shown in 
Figure 7. Also, individual mean information dimension values for phases 
Pms and Pps are shown. Importantly, all the primary converted phases 
(Pms, P410s) show nearly fl at to marginally negative best-fi t slopes, while 
those arising from the multiples (Pps and Pss) are characterized contrast-
ingly by relatively steep positive slopes. Signifi cantly, the weighted best 
fi t for the ambiguous PLs phase shares similar attitude and attributes as the 
confi rmed direct converted waves.

From this, we fi nd that the observed opposing slope-character is indeed 
an important diagnostic to discriminate between primary converted waves 
and multiply refl ected phases. Our results from individual (Fig. 6) and 
binned receiver function data (Fig. 7) imply that the nature of observed 
opposing slopes for direct and reverberated phases would be preserved 
even when some epicentral distances remain unrepresented or under-rep-
resented. We would therefore like to add that a large amount of data is not 
a stringent requirement in our approach to extract the diagnostics, because 
even moderate amount of data (Fig. 3B) seems to yield the desired results 
without infl uencing our fi nal conclusions signifi cantly.

Another important issue that arises is related to the choice of bin 
width and its infl uence on the observed slopes. This is addressed by 
focusing on the PLs observations recorded at stations PAS, HYB, and 
CUD, where the distance bin widths at each station were varied in order 

to maintain a comparable number of receiver functions per distance bin. 
Figure 8 demonstrates that the nature of the best-fi t slope to the PLs 
phase at these stations is still preserved as in individual station plots 
(Fig. 7), directly suggesting that the choice of bin width has no signifi -
cant role in determination of D

Cluster
 and on our fi nal results.

Plots similar to these (Fig. 7), combining cluster information dimen-
sion results from all the six stations corresponding to each seismic phase, 
are presented in Figure 9. Considering their location on distant continents 
of the globe with different age provinces of tectonic diversity, the consis-
tent adherence to gentle-negative slopes by the direct phases (Pms, PLs, 
and P410s) and to steep positive slopes by the multiples (Pps and Pss) 
in the mean cluster information dimension versus average epicentral dis-
tance bin plots at all locations (Fig. 9) is certainly remarkable. This there-
fore constitutes a robust measure for discriminating between the compet-
ing seismological phases of interest.

CONCLUSIONS AND IMPLICATIONS

This is the fi rst attempt to discriminate between various seismological 
phases, such as the primary converted waves arising from several depth 
boundaries in Earth’s interior, and the multiply refl ected wave types using 
the concept of cluster entropy and related information dimension. After 
demonstrating that the distributions of amplitude displacements (conver-
sion coeffi cients) and corresponding energy fl uxes of the direct converted 
waves and reverberation phases are different, we exploit these dissimilar 
characteristics to compute their cluster information dimension. Three 
distinctive diagnostics have emerged to discriminate between primary 
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Figure 6. D
Cluster

 for each receiver function at a few sample stations. Cluster information dimensions for various seismic phases from individual 

receiver functions retain the same trends as exhibited by synthetic data results (Fig. 3B).
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Figure 7. Mean D
Cluster

 of promi-

nent Ps receiver function phases 

recorded at various stations. A 

weighted least square fi t to vari-

ation of mean cluster informa-

tion dimension with epicentral 

distance bin corresponding to 

each seismic phase is presented 

at a few stations of the study. 

Solid line fi ts correspond to pri-

mary converted waves, while 

the dashed lines are best fi ts for 

multiples. The direct converted 

phases (Pms and P410s) and the 

ambiguous PLs share consistent 

gentle negative best-fi t slopes, 

while in contrast the multiples 

(Pps and Pss) follow a decisive 

positive steep slope. Therefore, 

the best-fi t slopes of D
Cluster

 of the 

seismic phases can distinguish 

between the direct converted 

phases and the multiples.
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Figure 8. D
Cluster

 values of the PLs phase recorded 

at stations PAS, HYB, and CUD. Error bars asso-

ciated with each D
Cluster

 value for the PLs phase 

recorded at individual stations are shown. The 

average (Avg) and corresponding standard 

deviation (std ±) lines are for data recorded at 

all three stations. The best fi t (gray line) for the 

entire data set (all stations combined) is same 

as that shown for the PLs phases in Figure 9 

and is superposed from it.
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conversions and multiples upon application of Shannon’s theory to the 
data. These are (1) dichotomy in their D

Cluster
 range of uncertainties, (2) 

distinct D
Cluster

 distribution character of corresponding pdfs, which are 
more symmetric for conversions and skewed for reverberations (Fig. 5B), 
and, fi nally, (3) consistently diverse mean D

Cluster
 best-fi t slopes (Figs. 6, 

7, and 9) of the primary converted waves and the multiply refl ected wave 
types registered globally. We therefore successfully address the relatively 
long-standing issue of existence and unambiguous detection of shallow 
mantle layering (~150–300 km depth) from Ps receiver function data by 
applying concepts based on information theory. The reliability of this 
new approach is demonstrated by the cluster entropy-delineated PLs 
phase as confi rmed by the Sp receiver function results of Ramesh et al. 
(2010) at stations HYB and CUD. The confi rmed presence of velocity 

layering beneath the Indian stations, demonstrated by us in this study, at 
depths akin to the Lehmann boundary, along with the results presented 
in Ramesh et al. (2010), has at least one important implication. When 
viewed together with the latest reports on the nature of lithospheric layer-
ing in the North American craton, and its attendant implications (Yuan 
and Romanowicz, 2010), our fi ndings clearly suggest that the depth to the 
lithosphere-asthenosphere boundary beneath the cratonic regions of SE 
India defi nitely exceeds 200 km.

Our new approach may provide a platform to test the validity of the 
existing phase transition hypotheses on the origin of shallow mantle lay-
ers by way of comparison with cluster entropy associated with candidate 
mineral phase reactions from mineral physics experiments. This has 
wide implications for geoscientists.
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Figure 9. Same as in Figure 7, showing D
Cluster

 results from all the six stations. Note that only the corresponding phases recorded at these stations are 

shown. Solid line is the simple least square fi t line for the entire data set, while the dashed lines are the error bounds of the obtained least square fi t. 

The remarkable consistency in the respective slopes of various seismic phases revealed in Figure 7 is preserved at all the stations in spite of obvious 

differences in their tectonic settings and provenance antiquity. Thus, primary and multiple phases may be discriminated by their contrasting slopes in 

the mean cluster information dimension plots as a function of epicentral distance.
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Scope for Future Work

In the near future, as a follow-up to the current study, we wish to 
attempt the following:

(1) Based on the pierce-point distribution of the receiver functions, 
the receiver functions would be segregated according to their sampling 
variable geology in a region. This could enable us test the degree of cor-
relation (e.g., Arianos and Carbone, 2009) of the signals and their ori-
gin, leading to better geologic/geophysical explanation of the results. For 
example, it would be interesting to test our method on data across some 
of the confi rmed suture zones where two distinct geologic provinces are 
now in welded contact.

(2) Similarly, a correlation analysis of earthquakes recorded by several 
stations sampling the same geology but originating from different tectonic 
environments (e.g., convergence, rift-related, transform faulting, and plate 
interior regions) will be taken up. Such a study of events from diverse tec-
tonic settings will enable us to characterize the similarities and dissimilari-
ties between various source regions on the globe based on cluster entropy.
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From Induced Seismicity to Direct Time-Dependent Seismic Hazard

by Vincenzo Convertito, Nils Maercklin,* Nitin Sharma, and Aldo Zollo

Abstract The growing installation of industrial facilities for subsurface exploration
worldwide requires continuous refinements in understanding both the mechanisms by
which seismicity is induced by field operations and the related seismic hazard. Particu-
larly in proximity of densely populated areas, induced low-to-moderate magnitude
seismicity characterized by high-frequency content can be clearly felt by the surround-
ing inhabitants and, in some cases, may produce damage. In this respect we propose a
technique for time-dependent probabilistic seismic-hazard analysis to be used in
geothermal fields as a monitoring tool for the effects of on-going field operations.
The technique integrates the observed features of the seismicity induced by fluid injec-
tion and extraction with a local ground-motion prediction equation. The result of the
analysis is the time-evolving probability of exceedance of peak ground acceleration
(PGA), which can be compared with selected critical values to manage field operations.

To evaluate the reliability of the proposed technique, we applied it to data col-
lected in The Geysers geothermal field in northern California between 1 September
2007 and 15 November 2010. We show that the period considered the seismic
hazard at The Geysers was variable in time and space, which is a consequence of
the field operations and the variation of both seismicity rate and b-value. We conclude
that, for the exposure period taken into account (i.e., two months), as a conservative
limit, PGA values corresponding to the lowest probability of exceedance (e.g., 30%)
must not be exceeded to ensure safe field operations. We suggest testing the proposed
technique at other geothermal areas or in regions where seismicity is induced, for
example, by hydrocarbon exploitation or carbon dioxide storage.

Introduction

Subsurface exploration aimed at producing energy
exploiting the internal heat of the Earth is attracting large
attention in many countries. Although new energies are ben-
eficial, field operations such as high-pressure fluid pumping
and hydraulic stimulation of reservoirs in geothermal fields
induce seismicity. Thus, it is mandatory both to gain under-
standing of the mechanisms by which earthquakes are
induced, and to study the effects of the induced seismicity
in terms of seismic hazard. These are the main factors
for mitigating seismic risk for the exposed community
(Giardini, 2009).

In the framework of Enhanced Geothermal Systems
(EGSs) and induced-seismicity analysis, the present paper
focuses on The Geysers geothermal field, which is a
vapor-dominated geothermal field located in northern Cali-
fornia. The main steam reservoir has a temperature of about
235° C and underlies an impermeable caprock with its base
1.1–3.3 km below the surface. Commercial exploitation of

the field began in 1960, and seismicity became more frequent
in the area and increased with increasing field development
(e.g., Eberhart-Phillips and Oppenheimer, 1984; Majer et al.,
2007). The observed induced seismicity is concentrated
within the upper 6 km of the crust, in the reservoir below
producing wells and near injection wells (Eberhart-Phillips
and Oppenheimer, 1984). Induced seismicity has been mon-
itored since the mid-1970s, and its temporal and spatial dis-
tribution has been analyzed to understand the causative
mechanisms (e.g., Allis, 1982; Eberhart-Phillips and Oppen-
heimer, 1984; Oppenheimer, 1986). Seven earthquakes with
M ≥ 4 have been recorded in the period from April 2007
through October 2010.

Probabilistic seismic-hazard analysis (PSHA) in a time-
dependent approach can be used as a tool to monitor the
ongoing effects of the induced seismicity and can help guide
the field operations for minimizing seismic risk. In this
respect, in past years several studies have been performed
which used either standard approaches with slight modifica-
tions to hazard analysis or proposed new techniques. For
example, Van Eck et al. (2006) applied the standard Cornell
(1968) approach to study hazard in the Netherlands related to

*Also at Dipartimento di Scienze Fisiche, Università degli studi di Napoli
“Federico II”, Napoli, Complesso Universitario di Monte S. Angelo, Via
Cintia, 80126 Napoli, Italy.
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seismicity induced by exploitation of a gas field, considering
both peak ground acceleration (PGA) and peak ground velo-
city (PGV) as ground-motion parameters. As a modification
to the standard approach, in order to account for the duration
of gas production in a given field, they considered shorter
return periods compared with the standard 475 years.

A new approach to tackle the problem of controlling
the threat from induced seismicity has been proposed by
Bommer et al. (2006). The authors correlated thresholds
of tolerable ground motion with PGVand proposed a “traffic
light” system whose response depends on the frequency of
occurrence of the induced earthquakes. Based on the analysis
of real-time recorded seismicity levels in terms of frequency
of earthquake occurrence and the recorded PGV values, the
system can issue three different colors: green, amber, and
red. These colors alert the operators about the level of in-
duced seismicity in terms of frequency of occurrence and
ground-motion values, and can help to decide whether field
operations can continue (green), must be adjusted (amber), or
must be stopped (red).

Analyzing data from the Basel 2006 earthquake
sequence, Bachmann et al. (2011) introduced a probabil-
ity-based monitoring approach as an alternative to the “traffic
light” system. The authors assumed that seismic sequences
triggered by fluid injection can be treated as a sequence of
clustered earthquakes. As a consequence, they modeled them
using the Reasenberg and Jones (1989) model and the
Epidemic-Type Aftershock Sequence model (Ogata, 1988).
The models were first tested and their forecasting perfor-
mance evaluated in a retrospective approach. The forecast
was then translated into seismic hazard in terms of probabil-
ities of exceedance of ground-motion intensity level.

In the present work, a time-dependent PSHA was per-
formed by using a modified version of the approach proposed
by Convertito and Zollo (2011). The technique is aimed at
integrating the observations of the seismicity parameters
and the ground motion prediction equations (GMPEs) to esti-
mate the probability of exceedance of PGA that represents one
of the inputs for risk analysis. The other inputs are the vulner-
ability that provides the probability of exceedance of a given
damage level, and the exposure representing a qualitative and
quantitative estimate of the elements exposed to the risk. Spe-
cifically, data were collected during different time windows of
the field operations (Tobs), and PGA values having selected
return periods were estimated by solving the hazard integral
(Cornell, 1968). In order to test whether the proposed
approach is able to predict what should be observed if the field
operations could remain on the same level as that in the current
Tobs, the estimated PGA values having selected probabilities
of exceedance were compared with the observed values.
As noted by Van Eck et al. (2006), the exposure periods
and the return periods to be considered must be different from
those used in standard PSHA because of the duration of the
catalog in general and of the duration of EGS’s operations.

We implemented the procedure proposed in this paper
using data recorded by the Lawrence Berkeley National

Laboratory Geysers/Calpine (LBNL) seismic network and
the Northern California Seismic Network. The whole dataset
is contained in the Northern California Earthquake Data
Center (NCEDC) catalog which covers the period 2 October
1969 to present, although data from before 1975 may not be
reliable. However, here we considered only the period 1 Sep-
tember 2007 through 15November 2010, due to the aim of the
present analysis, and because of the limited availability of the
waveforms before that period. Moreover, in order to be confi-
dent of accounting only for induced seismicity, we selected
only earthquakes having a depth of less than 4 km.

Methodology Overview

For any selected site, PSHA furnishes a hazard curve that
represents the probability of exceedance of the ground-
motion parameter, A, in a given time interval; as for example,
during the design life of a building, a bridge, or other infra-
structure. The computation of the hazard curve requires eva-
luation of the hazard integral (Cornell, 1968; Bazzurro and
Cornell, 1999), which provides the mean annual rate of
exceedance for the ith selected earthquake source zone
and for a range of possible magnitudes and distances. The
hazard integral is given by the equation:

Ei�A > Ao� � αi

Z
M

Z
R

Z
ε
I�A > Aojm; r; ϵ�

× f�m�f�r�f�ϵ�dmdrdϵ; (1)

where I is an indicator function that equals one, if A is larger
than Ao for a given distance r, a given magnitude m, and
a given ε. Both distance and magnitude range between
a minimum and a maximum value of interest, that is
Rmin ≤ r ≤ Rmax, and Mmin ≤ m ≤ Mmax. The ε variable
represents the residual variability of the A parameter with
respect to the median value predicted by the selected GMPE
(e.g., Bazzurro and Cornell, 1999; Convertito et al., 2009).
The GMPE, in its standard formulation, expresses the
variation of the strong ground-motion parameter as a func-
tion of the source-to-site distance and the magnitude of an
earthquake. The probability density function (PDF) for m,
f�m�, depends on the adopted earthquake-recurrence model,
which can be, for example, the standard Gutenberg and
Richter (1944) (GR). The PDF for the distance r, f�r�,
depends on the site location and source geometry. Given
the magnitude and the distance, ε is defined as the number
of logarithmic standard deviations by which the logarithm of
the ground motion deviates from the median. Thus, via its
associated PDF, f�ε�, ε accounts for the residual variability
of the ground-motion parameter for which the hazard is
estimated (e.g., Bazzurro and Cornell, 1999). Finally, αi

represents the mean annual rate of occurrence of the earth-
quakes within each identified source zone and is estimated
from the seismic catalogs. In the classic approach to PSHA, a
homogeneous Poissonian recurrence model is assumed
where αi is constant in time. Assuming that the event
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A > Ao is a selective process, for a given site, equation (1)
allows the computation of the probability of exceedance P in
a time interval t as

P�A > A0; t� � 1 − e−
P

N
i�1

Ei�A>A0�; (2)

where the sum is taken over all of the sources that contribute
to the hazard. Doing the analysis for a set of sites in an area
of interest, and setting the exposure time (∼50 years for civil
structures) and the probability of exceedance, a hazard map
can be obtained (Reiter, 1990).

The application to induced seismicity requires some
modifications to the classical approach to PSHA. First,
because of the variations of injection and production rate,
the earthquake occurrence may not be stationary over small
time windows. As a consequence, it is required that the α
parameter, as well as the b-value of the GR relationship, var-
ies with time, and the hazard integral is modified as:

Ei�A > Ao� �
Z
T

Z
M

Z
R

Z
ε
αi�t�I�A > Aojm; r; ε�

× f�m; bi�t��f�r�f�ε�dtdmdrdε; (3)

where t ranges between (T, T �Δt), which corresponds to
the time window of interest. Second, because of the limited
dimension of the seismogenic volume an upper-bound max-
imum magnitudeMmax must be selected. Thus, an upper and
lower truncated formulation of the f�m� is used instead of
the classic unbounded one in which the b-value varies with

time. Moreover, the assumption of f�r� being a uniform dis-
tribution based on the extension of the geothermal field may
be not strictly valid. However, while recognizing that more
sophisticated approaches, such as that proposed by Lasocki
(2005), do exist for application to The Geysers, because of
the level of recorded seismicity and the presence of several
injection wells, we assume that f�r� can be reasonably as-
sumed as uniform. A similar assumption has been utilized by
Van Eck et al. (2006).

To compute the conditional probability in equation (1),
we used the GMPE proposed by Convertito et al. (2011) spe-
cifically for the area of interest. The data used for regression
correspond to PGA measured as the largest between the two
horizontal components from 220 earthquakes recorded at
29 LBNL stations from September 2007 through November
2010. The analyzed magnitude range is 1:0 < Mw < 3:5,
whereas the selected maximum depth value is 6 km, which
corresponds to hypocentral distances ranging between 0.5
and 20 km. These values provide also the range of validity
of the GMPE. For consistency with the analysis presented
in Predicted Versus Observed Ground-Motion Values for
Monitoring Purposes, we have not included in the dataset
the PGA values recorded during 2009 at stations COBB,
ADSP, and GCVB (see Fig. 1) which have been selected
for site-specific seismic-hazard analysis.

Based on a pre-processing of the waveforms we selected
only the best quality data for developing the GMPE. Speci-
fically, these are earthquakes with at least 20 P picks and
only those waveforms with a signal-to-noise ratio larger than

Figure 1. Map of induced seismicity recorded at The Geysers. Black triangles indicate the seismic stations of the Lawrence Berkeley
National Laboratory (LBNL) Geysers/Calpine seismic network used in this study, and gray triangles are additional stations from the Northern
California Seismic Network (NCSN) in the region. Dashed lines outline the two seismic-source zones used for the PSHA. The inverted
triangles mark the three locations of site-specific PSHA, which are Anderson Springs (ADSP), Cloverdale (GCVB), and Cobb (COBB).
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10. Moreover, to compute correct physical units, we applied
the appropriate instrument-response correction to the wave-
forms within the frequency band ranging between 1 and
25 Hz. The selected formulation of the GMPE is defined as

log PGA � a� bM � c log
�����������������
R2 � h2

p
� dR� es; (4)

where PGA corresponds to peak ground acceleration in
m= sec2. The distance metric R is the hypocentral distance
in km and M is the moment magnitude. Additionally, the
h parameter is introduced to avoid unrealistic high values
at short distances (e.g., Joyner and Boore, 1981; Emolo et
al., 2011) and s accounts for site effect. The coefficients
and their uncertainties are listed in Table 1. We obtained
the best h value by minimizing the total standard error and
maximizing the R2 statistic that measures how well the
regression curve approximates the real data points (Draper
and Smith, 1996). The obtained fictitious depth h � 3:5 km
yields the minimum standard error σ � 0:324 and a maximum
R2 of 0.852. The need of developing a specific GMPE arises
from the fact that the probability is high that published GMPEs
fail to predict peak-ground-motion values from shallow-focus,
small-magnitude earthquakes, as noted by Bommer et al.
(2006). Moreover, to date no other GMPEs published for
The Geysers geothermal field exist. Further, the use of a
specific GMPE allows for an accounting of the possible dif-
ferences in static stress-drop conditions and anelastic at-
tenuation between earthquakes induced within geothermal
fields and natural earthquakes occurring elsewhere.

Seismic-Hazard Analysis

Seismic Source Identification

Based on the earthquakes’ locations, magnitude distri-
bution, and the locations of injection wells, we divided the
region considered at The Geysers into two source zones
named ZONE1 (Z1) and ZONE2 (Z2) that are outlined by
the dashed lines shown in Figure 1. Our separation is sup-
ported by arguments by Stark (2003), Beall and Wright
(2010), and Beall et al. (2010) for The Geysers field. A dif-
ference in the seismicity distribution has been also noted by
Eberhart-Phillips and Oppenheimer (1984). All the authors
noted that the southeastern part of The Geysers reservoir
is less active seismically than the northwestern part where
seismicity extends to greater depth. The difference was ba-
sically ascribed to a depth variation in the high-temperature
(at 260–360° C) vapor-dominated reservoir. Specifically,
Beall and Wright (2010) identified a netM ≥ 4 dividing line

which separates the whole area into two different seismic
areas. The northwestern area contains all the earthquakes
with magnitude larger than 4.0, whereas the southeastern
one is characterized by lower magnitude earthquakes.

Moreover, the separation is justified from a statistical
point of view by analyzing the b-values of the GR relation-
ship for the two areas using the Utsu (1992) test. The Utsu
test allows verification that data used for estimating the
b-values come from different populations, and hence are
associated with two different seismic sources. Using data
for the entire duration of the analyzed catalog from 2007
through 2010, we obtained a probability of the order of
1.0E-6.

Maximum-Magnitude Estimation

In studies dealing with induced seismicity, one of the
most debated issues concerns the selection of the maximum
magnitude value Mmax that could be induced by field opera-
tions. As an example, Shapiro et al. (2007) proposed a tech-
nique for estimating Mmax from an analysis of injection
duration, the strength of the injection source, and rock prop-
erties such as hydraulic diffusivity. Recently, Shapiro et al.
(2010) also proposed the seismogenic index to quantify the
seismotectonic state at an injection location. The seismo-
genic index depends only on the tectonic features and is in-
dependent of injection time or other injection characteristics,
whose value correlates with the probability of a significant
magnitude event. However, particularly for the period of
interest analyzed in the present paper, detailed data about
injection rate and extraction rate are not freely available.
As a consequence, we follow Van Eck et al. (2006) and
estimate Mmax for each source zone by using the technique
of Makropoulos and Burton (1983), although it is based on a
stationary assumption. The technique assumes that the total
energy that may be accumulated and released in a seismo-
genic volume is fairly constant in the considered time win-
dow. This hypothesis can be considered valid if the whole
duration of the analyzed dataset is taken into account. Then,
when the cumulative energy is plotted as function of time
(Fig. 2), the distance between the two parallel lines envelop-
ing the released energy correlates with the upper limit of the
energy that would be observed in the region, if the accumu-
lated energy during the time was released by a single earth-
quake. From the analyzed dataset we obtain Mmax values of
4.5 for Z1 and 3.8 for Z2, respectively, as shown in Figure 2.
These estimated values are coherent with the observations
reported in Table 2 that confirm that the magnitude M 4.5
has never been exceeded in the analyzed period.

Table 1
Regression Coefficients and Relative Uncertainty of Equation (4).

a b c d h e σ

−2.268±0.356 1.276±0.026 −3.528±0.624 0.053±0.029 3.5 0.218±0.014 0.324
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Time-Dependent Seismicity Parameters Estimation

Once the seismic sources are identified and the expected
Mmax values are estimated, seismicity rate and the b-value
need to be calculated as function of time for the time-
dependent PSHA. To this aim, we first estimated the mini-
mum magnitude of completeness Mc of the available catalog
by using a technique similar to the Goodness-of-Fit techni-
que proposed by Wiemer and Wyss (2000). Basically, the
technique employs a comparison between the observed
and the theoretical f�m� PDF with the aim of minimizing
the root mean square for a set of trial values for Mc, while
the uncertainty is obtained by using a Monte Carlo approach.
The results are shown in Figure 3b for Z1 and Figure 4b for
Z2. Second, we estimated the b-values by using the Aki
(1965) technique, while their uncertainties are obtained ac-
cording to the formula of Shi and Bolt (1982). The obtained
b-values are shown as gray dots in Figure 3c for Z1 and in
Figure 4c for Z2. The observed different temporal behavior
of the two analyzed parameters in Z1 and Z2 further supports
the hypothesis of two different zones from the seismogenic
point of view. The gray lines in Figures 3d and 4d indicate

the weekly seismicity rates that provide a detailed picture of
the activity rate. However, for the purposes of performing a
stable PSHA, a monthly observation time is considered. A
one month time window permits a statistically significant
data sample for computing both the b-value and seismicity
rate. The same time window has been selected by Eberhart-
Phillips and Oppenheimer (1984) and Majer and Peterson
(2007) as it enables capture of the main features of the tem-
poral seismicity evolution, such as the difference between win-
ter and summer months. Thus, assuming a non-homogenous
Poisson model for earthquake occurrence, we integrated
the seismicity rate α�t� in each time interval of one month
length, and the resulting α values are plotted as black lines in
Figure 3d for Z1 and Figure 4d for Z2. As a general consid-
eration, it is evident that the monthly seismicity rate level in
Z1 is on average three times that in Z2. Particularly for
Z1, some interesting insights can be gained from the analysis
of the plots. At a large timescale, three main peaks in the
seismicity rate can be observed corresponding to March
2008, January 2009, and November 2009, while the rate is
quite constant between January 2010 and July 2010. In each
year, a seasonal variation of the seismicity rate can be noted,

Figure 2. Results of the maximum-magnitude estimate obtained using the technique proposed by Makropoulos and Burton (1983). The
left panel refers to zone Z1 and the right panel refers to zone Z2. In each panel the black line corresponds to the cumulative energy in the
respective zone, the dashed-gray line corresponds to the average trend, and continuous-gray lines correspond to the upper and lower limit of
the cumulative energy. The two crosses indicate the maximum and minimum cumulative energy, respectively, whose difference provides the
estimated maximum magnitude.

Table 2
List of the Earthquakes with M > 4:0 within the Study Region*

Date (yyyy/mm/dd) Time (hh:mm:ss) Latitude (°) Longitude (°) Depth (km) M

2007/04/24 21:08:29 38.795 −122.797 2.5 4.4
2007/12/01 20:50:12 38.815 −122.791 3.04 4.0
2008/02/24 05:32:10 38.819 −122.810 2.99 4.0
2008/05/30 04:48:30 38.779 −122.768 1.00 4.3
2008/05/30 04:48:36 38.776 −122.764 1.90 4.1
2009/01/04 17:27:10 38.782 −122.772 4.68 4.3
2010/07/15 15:31:43 38.819 −122.808 2.93 4.0

*As listed in the NCEDC earthquake catalog.

From Induced Seismicity to Direct Time-Dependent Seismic Hazard 2567



Figure 3. Analysis of induced seismicity recorded in the period 1 September 2007 through 15 November 2010 for Z1. Panel 3a shows the
monthly average injection rate in millions of gallons per day (mgd) for the entire Geysers field. Panel 3b shows the minimum magnitude of
completenessMc as function of time, including uncertainties. Panel 3c shows the b-values and the uncertainties as functions of time using a
one month time window. Panel 3d shows the weekly seismicity rate (gray lines) and the monthly seismicity rate (black lines). The squares
identify the dates of the selected observation periods during which seismic-hazard analysis was performed.
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Figure 4. Analysis of induced seismicity recorded in the period 1 September 2007 through 15 November 2010 for Z2. Panel 4a shows the
monthly average injection rate in millions of gallons per day (mgd) for the entire Geysers field. Panel 4b shows the minimum magnitude of
completenessMc as function of time, including uncertainties. Panel 4c shows the b-values and the uncertainties as functions of time using a
one month time window. Panel 4d shows the weekly seismicity rate (gray lines) and the monthly seismicity rate (black lines). The squares
identify the dates of the selected observation periods during which seismic-hazard analysis was performed.
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which is related to changes in the amount of water injection
throughout the year as shown in Figures 3a and 4a. A similar
observation has been made by Majer and Peterson (2007) at
The Geysers for the period from 2000 to mid-2006. However,
these observations must be accompanied with the analysis of
Mc, which shows several fluctuations, particularly for Z2. This
means that the catalog has variable minimum-magnitude of
completeness, which reflects several effects, such as seis-
mic-network malfunctioning or improvements. Looking at
the Mc value variation as function of time in our present
application, we choose to use only events with magnitude lar-
ger than 1.2 for subsequent analyses.

As a further consideration, representing a key aspect for
PSHA, the variations of the seismicity rate and Mc also lead
to a variation of the b-values. Figures 3c and 4c compare the
temporal variation of the b-values and their uncertainties
with the seismicity rate for the two zones Z1 and Z2, respec-
tively. While the estimated b-values for Z2 show a large
scatter, distinct trends can be seen for Z1, corresponding to
the following periods: September 2007 to January 2008, July
2008 to April 2009, May 2009 to November 2009, and Jan-
uary 2009 to June 2010. Because the Mc values are stable
within these periods, these observed trends in the b-values
can be considered as real features of the induced seismicity.
Thus, it is expected that the probabilities of occurrence of
larger magnitude earthquakes relative to lower magnitude
events change in time and are different within the two zones.
These temporal and spatial variations can affect the results of
any PSHA and have to be included in such analyses.

Time-Dependent Hazard Analysis

Time-dependent PSHA proposed in the present paper
utilizes a modified version of the technique proposed by
Convertito and Zollo (2011) that was originally developed
for analyzing so-called syn-crisis seismicity before an
impending volcanic eruption. In the present application,
we calculate the seismicity rate α and the b-values at several
time intervals Tobs of one month, and select four probabilities
of exceedance: 30%, 50%, 70%, and 90%. Taking an expo-
sure time of two months, these probabilities correspond
to return periods of about six months, three months, two
months and one month, respectively. We chose the value
of two months for the exposure time to account for at least
two variations in the time-window period used to collect
data.

We applied the GMPE reported in equation (4) to predict
PGA, assuming that s � 0 that corresponds to a rock-site
condition. Concerning the GR relationship and the related
magnitude PDF, an upper bound on the magnitude values
must be imposed. Here, we chose a time-varying truncated
version of f�m; b�t��, which is formulated as

f�m; b�t�� � β�t�e−β�t��m−Mmin�

1 − e−β�t��Mmax−Mmin� : (5)

In equation (5), β�t� � b�t� ln 10, Mmax corresponds to the
maximum magnitude value in each zone, that is, 4.5 for Z1
and 3.8 for Z2, and the minimum magnitude of interestMmin

is set to 1.2 for both zones, which corresponds to the selected
minimum magnitude of completeness.

To test the effect of the time variations of the input seis-
mic parameters on the PSHA results, we computed hazard
maps for different observation periods. The observation
periods are 10 August 2008, 6 February 2009, 4 September
2009, 3 March 2010, 1 June 2010, and 29 September 2010
that are indicated by the squares in Figures 3b, c, d, and 4 for
Z1 and Z2, respectively. Specifically, because we have used a
monthly representation for both the b-value and the seismi-
city rate α�t�, the indicated dates represent the central value
of the corresponding one month time period. We selected
these specific periods to be able to monitor the different fea-
tures of seismicity rate and b-values and to evaluate their in-
fluence on PSHA. The corresponding hazard maps showing
the PGA values having 30%, 50%, 70%, and 90% of excee-
dance probabilities are shown in Figure 5. These maps illus-
trate that the hazard is not constant with time. As an effect
of the time variation of the seismic parameters, the largest
PGA value changes both in time and space. For example,
for the first two observation periods (10 August 2008 and
6 February 2009) the zone with higher hazard is Z1, where
PGA values as large as 4:5 m=s2 are estimated as values hav-
ing 30% of probability of exceedance. On the other hand,
largest PGA values are expected in Z2 during the later obser-
vation periods (3 March 2010 and 10 June 2010). Because
Z1 is characterized by a largerMmax value than Z2, the larger
PGA values in Z2 during the later periods can be mainly as-
cribed to the differences in the b-values.

Predicted Versus Observed Ground-Motion Values
for Monitoring Purposes

As an additional analysis, we evaluated the use of PSHA
as a monitoring tool to help to reduce seismic risk during
the field operations. Benefiting from the availability of an
independent dataset of PGA values for the analyzed period,
we could follow a simple strategy to check the reliability of
the PSHA results. We compared the estimated PGA values
with those PGA values actually recorded in the area after
the observation period considered for PSHA. In particular,
we did a site-specific seismic-hazard analysis at three sites
named ADSP, COBB, and GCVB (see Fig. 1), considering
the same probabilities of exceedance as for the hazard maps
computed in the Time-Dependent Hazard Analysis. For each
site and each of the selected Tobs, we considered the succes-
sive three months and PGA values. In particular, for the two
sites ADSP and COBB, data have been retrieved from the
USGS (Data and Resources), which, for the time period
of interest, contains PGAvalues for 2009. For the GCVB site,
the NCEDC database (Data and Resources) has been ac-
cessed and PGA values were measured from the waveforms
with the same procedure adopted for preparing the dataset
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used for retrieving the GMPE. Thus, the selected observation
periods start at March, June, and September 2009, respec-
tively. Before discussing the results it is important to note
that in the case of hazard associated with low-to-moderate
magnitude earthquakes it might be more interesting to con-
sider the medium-to-highest probabilities instead of consid-
ering the lower ones as in the case of the standard PSHA. This
is because for monitoring purposes it could be more relevant
to know what actual ground-motion level will be exceeded in
the near future, rather than to assess the values associated
with rare events, which contribute more to the lowest prob-
ability of exceedance.

The results of the site-specific PSHA in the monitoring
context are shown in Figure 6. The estimated PGA values
resulting from the hazard analysis together with their asso-
ciated probability of exceedance are indicated by the dashed
horizontal lines. The observed PGA values are indicated by
the gray squares. Based on the recorded PGA values, which
are lower than 1:2 m=s2, all the sites experienced light-to-
moderate shaking, and the values predicted by the hazard
analysis are consistent with these observations. While the
PGAvalues having 90% of probability of exceedance are sys-
tematically exceeded, the PGA values having a 30% of prob-
ability of exceedance could be used if a cautious value for a
more conservative approach is needed.

Summary and Conclusions

In this paper we suggested and applied a procedure for
time-dependent probabilistic seismic-hazard analysis in the
context of induced seismicity in geothermal reservoirs.
The main aim consists in verifying that hazard levels pro-
duced by induced seismicity stay below critical values during
all phases of industrial operations. The analyzed dataset is
made of waveforms and a parametric catalog of earthquakes
recorded at The Geysers geothermal field in northern Cali-
fornia between 1 September 2007 and 15 November 2010.

Here, we used a modified version of the approach pro-
posed by Convertito and Zollo (2011), which is based on the
following main points that could be used as guidelines for a
real monitoring application:

• identify the seismic source zones at The Geysers, consid-
ering both well locations and recorded earthquakes
(see Fig. 1);

• estimate the expected maximum magnitude in each zone,
that is 4.5 in Z1 (northwest Geysers) and 3.8 in Z2;

• compute the minimum magnitude of completeness Mc of
the network and monitor its time variation (Mc set to 1.2
for the entire analyzed period); and

• compute the b-values and seismicity rates as functions of
time (Figs. 3 and 4);

Figure 5. Seismic-hazard maps relative to the dates indicated by the squares in Figures 3 and 4. The reported PGAvalues are expressed in
m=s2 and represent the peak-ground-motion values having the probability of exceedance reported on the top of each map. Each date cor-
responds to the central time of a one month window centered on that date. The dashed lines outline the two seismic zones shown in Figure 1.
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• select proper critical ground-motion thresholds related to
potential damage or perceived shaking; and

• recalibrate field operations if predicted ground-motion
values exceed the thresholds.

From all these parameters and their time variation we
obtained the time-dependent seismic hazard at four probabilities
of exceedance (30%, 50%, 70%, and 90%), using PGA as the
ground-motion parameter of interest. The main result is that,
based on the current value of the input parameters, seismic
hazard at The Geysers is not constant in time and space.
However, with reference to the values used in ShakeMap®
(Wald et al., 1999), the average hazard level remains below
potentially damaging values.

In addition, the availability of waveforms allowed us to
investigate the possibility of using the time-dependent PSHA
results for monitoring purposes. To this aim, we performed
site-specific PSHA at a set of observation times that provided
PGA values, having given probabilities of exceedance, to be
used as predictions. We then compared these predicted
PGA values with the PGA values observed in the period
after the respective observation time. The obtained results
show that PGAvalues corresponding to the lowest probability
of exceedance (e.g., 30%) can be used as a conservative
limit, in accordance with the fact that lower probabilities
are associated more with rare events. On the other hand,
the observations confirm that the predicted PGA values cor-
responding to higher probabilities of exceedance are actually
exceeded.

A larger waveform database, together with the analysis
of other ground-motion parameters, such as the PGV or the
spectral ordinates at several structural periods, and possibly a
longer study period seems to be necessary to justify and de-
monstrate the capabilities of time-dependent probabilistic
seismic-hazard analysis as a monitoring tool during indus-
trial operations. However, the results obtained in the present
study are encouraging, and we suggest testing our hazard ana-
lysis and monitoring approach at other geothermal areas and,
for example, also at gas field or carbon dioxide storage sites.

Data and Resources

Waveforms and parametric data have been retrieved
from the Northern California Earthquake Data Center
(NCEDC; network BG and station NC.GCVB; http://www
.ncedc.org, last accessed January 2012). The PGA values
used for the analysis, presented in Predicted Versus Observed
Ground-Motion Values for Monitoring Purposes have been
retrieved from USGS (ftp://ehzftp.wr.usgs.gov/luetgert/
calpine/sm_sum.txt, last accessed April 2012). Figures 3a
and 4a have been reproduced from an original figure by
Calpine Corporation downloaded at http://www.geysers.
com/docs/20110818_Hartline_NW_Geysers_EGS_FINAL_
Template.pdf (last accessed January 2012). All figures have
been generated with the Generic Mapping Tools (Wessel and
Smith, 1991).

Figure 6. Site-specific seismic-hazard analysis for the three sites indicated in Figure 1. The analysis has been performed for three
observation periods (a) starting 3 March 2009, (b) 1 June 2009, (c) and 29 September 2009, respectively, and whose duration is three months.
The dashed horizontal lines correspond to the result of the PSHA at the indicated probability of exceedance. Gray squares represent the PGA
values observed at the specific station.
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Ground-Motion Prediction Equations for The Geysers Geothermal

Area based on Induced Seismicity Records

by Nitin Sharma, Vincenzo Convertito, Nils Maercklin,* and Aldo Zollo

Abstract The Geysers geothermal field in Northern California, which has been ac-
tively exploited since the 1960s, is theworld’s largest geothermal field. The continuous
injection of fluids and the consequent stress perturbations induce seismicity that is
clearly felt in the surrounding communities. In order to evaluate seismic hazard due
to induced seismicity and the effects of seismicity rate level on the population and build-
ings in the area, reliable ground-motion prediction equations (GMPEs) must be devel-
oped. This paper introduces the first GMPEs specific for The Geysers area in terms of
peak ground velocity (PGV), peak ground acceleration (PGA), and 5% damped spectral
acceleration SA(T) at T � 0:2 s, 0.5 s, and 1.0 s. The adopted non-linear mixed-effect
regression technique to derive the GMPE includes both fixed and random effects, and
it permits to account for both inter-event and intra-event dependencies in the data.
Site-specific effects are also estimated from the data and are corrected in the final
ground-motion model. We used data from earthquakes recorded at 29 stations of the
Berkeley-Geysers network during the period September 2007 throughNovember 2010.
The magnitude range is 1:3 ≤ Mw ≤ 3:3, whereas the hypocentral distances range be-
tween 0.5 km and 20 km. The comparison of our new GMPE for The Geysers with a
standardmodel derived in a different tectonic context shows that ourmodel ismore robust
when predictions have to be made for induced earthquakes in this geothermal area.

Introduction

Enhanced geothermal systems (EGSs) provide an in-
creasingly important contribution to the world energy inven-
tory. However, one of the most controversial issues associated
with EGSs is induced seismicity, which has been the cause of
delays and threatened cancellation of at least two EGS projects
worldwide (Majer et al., 2007). Although induced seismicity
may have light-to-moderate adverse physical effects on oper-
ations or on the surrounding communities, public concern
about the rate andmagnitude of the seismicity associated with
current and future EGS operations still remains.

The present paper is focused on The Geysers, a vapor-
dominated geothermal field located about 120 km north of
San Francisco, California. The field has been actively
exploited since the 1960s, and it is now the most productive
geothermal field in the world. Regular monitoring of induced
seismicity in the field began already in the 1960s and has
been continuously improved since then, resulting in one of
the most comprehensive data sets available. Therefore, The
Geysers is a well-suited test case for the study of induced

seismicity and the development of related ground-motion
prediction models. Many studies have demonstrated that
microearthquakes at The Geysers are associated with water
injection and steam extraction (Majer and McEvilly, 1979;
Eberhart-Phillips and Oppenheimer, 1984; Oppenheimer,
1986; Enedy et al., 1992; Stark, 1992, 2003; Foulger et al.,
1997; Ross et al., 1999; Smith et al., 2000; Majer and Pe-
terson, 2005; Majer et al., 2007).

Currently, there are no specific ground-motion predic-
tion equations (GMPEs) available for The Geysers field,
although they play a key role in seismic-hazard analysis.
Time-dependent study of GMPEs and seismic hazard helps
in monitoring the effects of the seismicity rate levels on
inhabitants living in surrounding areas and on structures
(Convertito et al., 2012). The aim of the present study is
the estimation of suitable GMPEs for The Geysers geother-
mal area. In particular, the GMPEs are retrieved for peak
ground velocity (PGV), peak ground acceleration (PGA), and
5% damped spectral acceleration [SA(T)] at T � 0:2 s, 0.5 s,
and 1.0 s, as these ground-motion parameters are readily
available after each earthquake, can be used to estimate
potential damage, and are well-correlated with levels of
human sensitivity (Bommer et al., 2006). This issue is par-
ticularly important in all the applications devoted to real-time

*Also at Dipartimento di Scienze Fisiche, Unità di Recerca in Sismologia
Sperimentale e Computazionale, Università degli Studi di Napoli “Federico
II”, Complesso Universitario di Monte S. Angelo, via Cintia, 80126 Napoli,
Italy.
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monitoring and seismic risk reduction in geothermal areas
(Bommer et al., 2006; Bachmann et al., 2011; Convertito
and Zollo, 2011; Convertito et al., 2012).

In order to account for site-specific effects, and for the
model to be also applicable to the sites where there is lack of
geologic information such as the time-averaged shear-wave
velocity in the upper 30 m (VS30), we have implemented a
two-step regression analysis similar to that proposed by
Emolo et al. (2011) in the application to natural microseis-
micity recorded in southern Italy. In particular, in the first
step a model is retrieved, which does not explicitly include

possible station effects and represents a reference model. In
the second step, a first-order correction is introduced for sta-
tion effects based on the analysis of the residuals distribution
at each station with respect to the reference model. The
residuals are defined here as the difference between the
common logarithm of the observed peak ground-motion
parameter value and common logarithm of the predicted one.
The Z-test is used to test the null hypothesis of a zero-mean
residuals distribution. Stations for which a statistically sig-
nificant deviation from zero is observed are assumed to
be affected by a station effect (Emolo et al., 2011). Thus,
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based on the Z-test results, we assign a corrective coefficient
to be applied at each station, which would allow reduction of
the deviation of the residual distribution from the expected
zero-mean value. Specifically, we assign a 0 coefficient at
all the stations with zero-mean residual (predictions are on
average equal to the observed), a +1 coefficient at stations
having a positive deviation from zero (mean residuals value
is greater than zero, that is, predictions underestimate the
observations), and a −1 coefficient at stations having a neg-
ative deviation from zero (mean residuals value is less than
zero, that is, predictions overestimate the observations). The
addition of this new parameter in the reference model pro-
vides the corrected regression model.

In the present application, we tested different models,
which included different dependencies on magnitude and
distance, representing the predictor variables that account for
source and propagation effects such as geometrical and
anelastic attenuation (as the zone is highly fractured and fluid
dominated). Finally, we chose the best model on the basis of
the total standard deviation and R2 statistic, which measure
how well the regression curve approximates the real data
points (Draper and Smith, 1996). To test the reliability of
the obtained results, we have also compared our final model
with the model proposed by Atkinson and Boore (2011;
herein after, AB11), which is the successor to the Boore and
Atkinson (2008) model. The comparisons are quite good, but
some difference is observed for lower magnitude events and
the comparison between both models improves with increase
in magnitude.

Data Description

Different temporary and long-term seismic networks
have been deployed in The Geysers geothermal field during
the last five decades. At present, local seismicity is moni-
tored by the dense Lawrence Berkeley National Laboratory

(LBNL) Geysers/Calpine (BG) surface seismic network and
with some nearby stations of the Northern California Seismic
Network. The BG network consists of 32 three-component
stations, 29 of which were used for the present study (black
triangles in Fig. 1). The BG stations were distributed in an
area of about 20 × 10 km2, covering the entire geothermal
field. Each station was equipped with I/O Sensor SM-6
geophones with a natural frequency of 14 Hz. In the fall of
2009 these instruments were replaced successively by Oyo
GS-11D 4.5 Hz sensors. The BG stations operate in trigger
mode, and the waveform segments recorded since the end of
July 2007 are made available at the Northern California
Earthquake Data Center (NCEDC). We retrieved waveforms
for the period 1 September 2007 through 15 November 2010,
associated the traces with the events from the NCEDC cata-
log, and prepared a subset of the data for regression analysis.
The selected waveforms correspond to 212 earthquakes (dots
in Fig. 1) with a focal depth of less than 5 km. This depth has
been selected considering that the earthquakes observed at
depths greater than 5 km are natural earthquakes. The hypo-
central distance ranges from 0.5 km to 20 km, and the mag-
nitude range is 1:3 ≤ Mw ≤ 3:3. For the largest portion of
earthquakes analyzed in this study, the NCEDC catalog
provides a duration magnitude MD as magnitude measure.
However, in order to obtain results compatible with other
studies and suitable for seismic-hazard analysis purposes,
we convertedMD into moment magnitudesMw using a linear
relationship retrieved by usingMw data provided by J. Doug-
las et al., unpublished manuscript, 2012, mentioned in equa-
tion (1) as follows:

Mw � 0:473��0:035� � 0:900��0:017�MD: (1)

The data used and the least-squares fitting with standard
deviation (0.08) are shown in Figure 2a, and Figure 2b shows

Table 1
Regression Coefficients and Relative Uncertainty of Equation (2), Using MOD1

Parameter a� σa b� σb c� σc h� σh σInter-event σIntra-event σTotal R2

PGV (m=s) −4:960� 0:074 1:317� 0:022 −2:101� 0:055 1:850� 0:212 0.154 0.344 0.377 0.814
PGA (m=s2) −2:666� 0:072 1:158� 0:020 −2:312� 0:055 1:734� 0:197 0.142 0.358 0.385 0.786
SA(T � 0:2 s) (m=s2) −3:648� 0:087 1:443� 0:022 −1:871� 0:068 2:393� 0:270 0.160 0.356 0.390 0.815
SA(T � 0:5 s) (m=s2) −4:926� 0:081 1:552� 0:023 −1:688� 0:061 2:210� 0:275 0.164 0.339 0.377 0.840
SA(T � 1:0 s) (m=s2) −5:341� 0:076 1:503� 0:022 −1:861� 0:056 1:959� 0:240 0.157 0.339 0.374 0.840

Table 2
Regression Coefficients and Relative Uncertainty of Equation (3), Using MOD2

Parameter a� σa b� σb c� σc h� σh d� σd σInter-event σIntra-event σTotal R2

PGV (m=s) −4:585� 0:255 1:317� 0:021 −2:730� 0:390 2:406� 0:358 0:027� 0:015 0.154 0.344 0.377 0.814
PGA (m=s2) −2:307� 0:242 1:158� 0:020 −2:925� 0:376 2:243� 0:332 0:026� 0:015 0.142 0.358 0.385 0.786
SA(T � 0:2 s) (m=s2) −3:370� 0:327 1:442� 0:022 −2:309� 0:484 2:821� 0:492 0:017� 0:018 0.160 0.356 0.390 0.815
SA(T � 0:5 s) (m=s2) −4:950� 0:222 1:552� 0:023 −1:648� 0:343 2:158� 0:545 −0:002� 0:014 0.164 0.339 0.377 0.840
SA(T � 1:0 s) (m=s2) −5:158� 0:237 1:503� 0:022 −2:167� 0:364 2:285� 0:430 0:013� 0:014 0.157 0.339 0.374 0.840
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the scatter plot of the hypocentral distance and magnitude
used for the present study.

To analyze the best quality data, we selected only wave-
forms with signal-to-noise ratio greater than 10 in the whole
analyzed frequency range, 0.5–35 Hz. We applied the instru-
ment correction to the waveforms within the same frequency
band. The mean and the trend were also removed. Then zero
phase shift and a four-pole Butterworth filter in the frequency
band 0.7–35 Hz was applied. Further, to measure the correct
values of the selected ground-motion parameters we cut the
waveforms in a specific time window around the event, start-

ing at the origin time and ending at the time corresponding to
98% of total energy contained in waveform, which were also
tapered with a 0.1 taper width with a cosine window.

Once the time window was selected, PGV was measured
as the largest value among the two horizontal components.
The waveforms were then differentiated and filtered in a
frequency band ranging between 0.7 Hz and 35 Hz (to avoid
the high frequency noise added while differentiating) to mea-
sure PGA and the 5% damped spectral ordinates SA(T) at
T � 0:2 s, 0.5 s, and 1 s, which, as for PGV, correspond to
the largest value among two horizontal components.
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Figure 3. Regression model for magnitudes 1.0, 2.0, and 3.0 with respect to hypocentral distance; solid line, magnitude 1.0; dashed line,
magnitude 2.0; dotted line, magnitude 3.0; gray dots, entire data set. Smaller pairs of panels show inter- and intra-event residual distributions
for each of five ground-motion parameters (PGV, PGA, and SA at 0.2 s, 0.5 s, and 1.0 s) depicted in the larger panels.
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Regression Analysis

In the present study, we have used non-linear mixed-
effect regression analysis (NLMRA) to obtain the GMPEs.
The technique is described in detail in papers by Lindstrom
and Bates (1990) and Abrahamson and Youngs (1992), and
has the advantage to consider inter-event and intra-event
effects (e.g., Abrahamson and Silva, 1997). The predictor
variables are moment magnitude Mw, and hypocentral dis-
tance, Rhypo, whereas the response variables correspond to
PGV, PGA, and SA(T) at T � 0:2 s, 0.5 s, and 1.0 s. We have
tested two models that differ in the term accounting for an-
elastic attenuation. In particular, the first model (hereafter
named MOD1) has the following formulation:

log10 Y � a� bMw � c log10�
p�R2

hypo � h2��; (2)

for which Y represents either PGV expressed in meters per
second, PGA, or SA(T) at T � 0:2 s, 0.5 s, and 1.0 s, both
expressed in meters per second squared, respectively. The
model in equation (2) accounts for the source effect through
themomentmagnitudeMw and geometrical spreading through
the hypocentral distance Rhypo (expressed in kilometers). The
h parameter (in kilometers) is introduced to avoid unrealisti-
cally high values at short distances (e.g., Joyner and Boore,
1981). The inferred coefficients along with the uncertainties
are listed in Table 1. We are analyzing data collected in a
geothermal area, which is continuously perturbed through
fluid injection and, as a consequence, can be highly fractured.
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Figure 4. Single-station residuals distribution. (a) Residual histograms; (b) residuals distribution as a function of hypocentral distance for
model MOD1 (reference model) at each station for PGA only, including slope of linear fit to residuals at each station.
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It is physically reasonable to expect that anelastic attenuation
could also play a key role. Therefore, we introduce an addi-
tional linear term depending on the distance, which leads to
the model defined by the following equation (3) (hereafter
named MOD2):

log10 Y � a� bMw � c log10�
p�R2

hypo � h2�� � dRhypo:

(3)

Using the same data set as the one used to retrieve
MOD1, the NLMRA is performed. The obtained coefficients
and their uncertainties are listed in Table 2. Although we
verified through an F-test that the coefficient d in
equation (3) is statistically significant; however, looking at
the R2-value and the total standard deviation, it does not

improve global fitting with respect to MOD1. Hence, in
accordance with Occam’s Razor, or lex parsimoniae (e.g.,
MacKay, 2003), we decided to choose MOD1 rather than
MOD2 as the best reference model, as it is described by
fewer parameters. The qualitative fit of MOD1 as function of
hypocentral distance is shown in Figure 3 for PGV, PGA, and
SA(T) at T � 0:2 s, 0.5 s, and 1.0 s and for the magnitudes
Mw 1.0, 2.0, and 3.0, together with the inter-event and intra-
event residuals of the models for the entire data set.

Station Effect and Corrected Model

As mentioned in the Introduction, we have adopted the
technique proposed by Emolo et al. (2011) to introduce a
first-order site/station-effect correction. It should be noted

Table 3
Site Correction Parameters for PGV, PGA, and SA at 0.2 s, 0.5 s, and 1.0 s

Station Name Latitude (°) Longitude (°) Nobs S (PGV) S (PGA) S (SA at 0.2 s) S (SA at 0.5 s) S (SA at 1.0 s)

1 ACR 38.837 −122.760 202 0 1 −1 −1 −1
2 AL1 38.838 −122.883 179 −1 −1 0 1 −1
3 AL2 38.816 −122.898 180 −1 −1 −1 −1 −1
4 AL3 38.828 −122.857 201 1 −1 1 1 1
5 AL4 38.839 −122.836 184 −1 −1 −1 0 −1
6 AL5 38.840 −122.869 208 −1 −1 1 1 1
7 AL6 38.800 −122.861 199 −1 −1 −1 1 0
8 BRP 38.855 −122.797 181 −1 −1 1 −1 −1
9 BUC 38.823 −122.835 197 −1 −1 1 1 1
10 CLV 38.838 −122.790 209 1 −1 1 1 1
11 DES 38.768 −122.699 191 1 1 1 1 1
12 DRK 38.788 −122.803 209 1 1 1 1 1
13 DVB 38.764 −122.681 173 −1 −1 −1 −1 −1
14 EPR 38.747 −122.693 151 1 1 −1 1 1
15 FNF 38.771 −122.766 204 1 1 −1 −1 −1
16 FUM 38.793 −122.788 211 1 1 1 1 1
17 HBW 38.859 −122.876 172 −1 −1 −1 1 1
18 HER 38.845 −122.914 104 1 1 1 1 1
19 JKR 38.801 −122.760 209 −1 −1 −1 −1 −1
20 LCK 38.820 −122.742 191 −1 −1 −1 −1 0
21 MCL 38.855 −122.823 182 1 1 1 1 1
22 MNS 38.792 −122.717 206 1 1 1 1 1
23 PFR 38.753 −122.745 199 −1 1 −1 −1 −1
24 RGP 38.878 −122.811 157 −1 −1 −1 −1 −1
25 SB4 38.809 −122.829 202 1 1 1 1 1
26 SQK 38.823 −122.810 203 1 1 1 1 1
27 SSR 38.740 −122.711 180 −1 −1 1 1 1
28 STY 38.813 −122.781 200 −1 −1 −1 −1 −1
29 TCH 38.783 −122.737 167 1 1 1 1 1

Table 4
Regression Coefficients and Relative Uncertainty of Equation (4), Using MOD3

Parameter a� σa b� σb c� σc h� σh e� σe σInter-event σIntra-event σTotal R2

PGV (m=s) −5:065� 0:069 1:320� 0:022 −1:966� 0:047 1:863� 0:191 0:189� 0:004 0.164 0.289 0.332 0.857
PGA (m=s2) −2:710� 0:064 1:165� 0:021 −2:244� 0:044 1:779� 0:158 0:225� 0:004 0.151 0.276 0.315 0.859
SA(T � 0:2 s) (m=s2) −3:721� 0:082 1:448� 0:023 −1:802� 0:061 2:629� 0:244 0:203� 0:004 0.169 0.294 0.339 0.862
SA(T � 0:5 s) (m=s2) −4:833� 0:083 1:555� 0:024 −1:838� 0:061 2:674� 0:239 0:182� 0:004 0.175 0.290 0.339 0.872
SA(T � 1:0 s) (m=s2) −5:314� 0:077 1:506� 0:023 −1:918� 0:057 2:255� 0:216 0:166� 0:004 0.168 0.299 0.342 0.867
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that the correction must be intended in a broader sense with
respect to the standard site effect because it is not based on
the VS30 values, which are not available for the stations used
in the present study. Moreover, when the VS30 database ob-
tained from the topography (Wald and Allen, 2007) is inves-
tigated (see Data and Resources) The Geysers area falls in
the C-category soil type of the National Earthquake Hazard
Reduction Program (NEHRP) classification (Building Seis-
mic Safety Council, 2000, 2004). To overcome these prob-
lems, we analyzed the residuals distribution at each station
obtained using the reference model MOD1 as shown in
Figure 4 for PGA only for the sake of brevity. In particular
at each station, Figure 4a shows residual distributions,
whereas Figure 4b shows residual as a function of hypocen-

tral distance at each station. The value of the slope of the fits
is also mentioned in Figure 4b. As explained before through
the Z-test, we tested the null hypothesis of a Gaussian zero-
mean distribution at the 95% level of confidence. We assume
that a deviation from the expected zero-mean value can be
reasonably ascribed to a site/station effect that can be cor-
rected by using a dummy correction factor. Indeed, due
to the assumed definition of the residual (log10 YObserved−
log10 YPredicted) a positive deviation from the zero-mean value
can be interpreted as an underestimation of the model pre-
diction with respect to the observations, whereas a negative
deviation is to be interpreted as an overestimation of the
model prediction. Thus, by Z-test in terms of both value
and sign, at each station we assigned a dummy variable s,
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Figure 5. Same as for Figure 4, but for model MOD3 (corrected model). There is an improvement in the model after site corrections as
now the maxima of residuals are centered at zero.
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the value for which is −1, 0, or �1, depending on the mean
residual value negative, zero, or positive, which allows for
recovery of the observed residual deviation from the ex-
pected zero-mean value. The value of the s parameter with
station code and coordinates, and the number of observations
(Nobs) are listed in Table 3 for PGV, PGA, and SA(T) at
T � 0:2 s, 0.5 s, and 1.0 s, respectively. The retrieved s
parameter, along with a new coefficient e, is then used to
set up an updated model, that is, the corrected model (here-
after named MOD3), which is formulated as

log10 Y � a� bMw � c log10�
p�R2

hypo � h2�� � es: (4)

The inferred coefficients and their uncertainties are
listed in Table 4. It can be noted that, after considering the

site/station effect, the total standard deviation is reduced
and the residuals distribution at each station is improved as
their maxima are centered on zero (see Fig. 5). It is also worth
noticing that there is a considerable improvement in intra-
event standard deviation, whereas there is no significant
change in inter-event standard deviation. This could be as-
cribed to the fact that intra-event residuals are associated with
all those factors that are not captured by the distance metric
and site classification (Atik et al., 2010), hence confirming the
effectiveness of the technique proposed for site/station correc-
tion. As an example, in Figure 5 we show the residuals histo-
grams for PGA at each station and the residuals as a function of
hypocentral distance. The slope of the fit line is also indicated
in Figure 5b. An improvement in the results compared with
those shown in Figure 4 can be clearly observed. Similar

R
es

id
ua

ls

−3
−2
−1

0
1
2
3

0 2 4 6 8 10 12 14 16 18 20
Hypocentral distance (km)

PGV (m/s)

R
es

id
ua

ls

−3
−2
−1

0
1
2
3 PGA (m/s2)

R
es

id
ua

ls

−3
−2
−1

0
1
2
3 SA (T=0.2 s) (m/s2)

R
es

id
ua

ls

−3
−2
−1

0
1
2
3 SA (T=0.5 s) (m/s2)

R
es

id
ua

ls

−3
−2
−1

0
1
2
3 SA (T=1.0 s) (m/s2) SA (T=1.0 s) (m/s2)

SA (T=0.5 s) (m/s2)

SA (T=0.2 s) (m/s2)

PGA (m/s 2)

1.0 1.5 2.0 2.5 3.0 3.5
Magnitude (Mw)

PGV (m/s)

Figure 6. Distribution of residuals as function of hypocentral distance and magnitude; gray dots, show MOD3 residuals; black crosses,
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Figure 7. Fitting of model MOD3; solid line, comparison with site/station correction parameter s � 0; dashed line, comparison
with model AB11; (a) fitting for magnitudes Mw ≥3:0, 2:0 < Mw < 3:0, and Mw ≤2:0, with corresponding inter-event and intra-event
residuals for SA at 1.0 s; (b) fitting for magnitudes Mw ≥3:0, 2:0 < Mw < 3:0, and Mw ≤2:0, with corresponding inter-event and
intra-event residuals for SA at 0.5 s; (c) fitting for magnitudes Mw ≥3:0, 2:0 < Mw < 3:0, and Mw ≤2:0, with corresponding inter-
event and intra-event residuals for SA at 0.2 s; (d) fitting for magnitudes Mw ≥3:0, 2:0 < Mw < 3:0, and Mw ≤2:0, with corresponding
inter-event and intra-event residuals for PGV; and (e) fitting for magnitudes Mw ≥3:0, 2:0 < Mw < 3:0, and Mw ≤2:0, with corresponding
inter-event and intra-event residuals for PGA. For smaller magnitude events, model AB11 overestimates, but with increases in magnitude the
predictions of AB11 match our final model (MOD3). (Continued)
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improvement is observed for other ground-motion parameters
also. Furthermore, in order to test the effectiveness of the for-
mulation of the obtained model, we have also analyzed the
distribution of residuals as a function of hypocentral distance

and magnitude. No significant trend is observed but as shown
in Figure 6, for all the ground-motion parameters, subset of
negative residuals from distance between 6 km through
15 km moved to zero when MOD3 is used.
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Figure 7. Continued.
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The fit of model MOD3 is plotted in Figure 7a,b, and
corresponding inter-event and intra-event residuals are also
shown. The solid-line curves, which correspond to the best
model (MOD3) obtained in the present study, are plotted by
setting the site/station correction parameter s � 0, that is, for
rock site condition for the magnitude Mw � 1:5, 2.5, and
3.1. When predictions have to be made at sites other than
those used in the present study, we suggest using MOD3 with
s � 0, but adding the contribution of the site effect using
corrective coefficients (e.g., Borcherdt, 1994; Cantore et al.,
2010). In the same figure, we have compared the model
AB11 with VS30 � 760 m=s for B/C site conditions which
referred as dense soil to soft rock according to NEHRP site
classification. As the general consideration, model AB11
tends to overestimate the observed values for smaller mag-
nitudes. But with increase in magnitude there is a good
match between both models (MOD3 and AB11). Our final
model (MOD3) is applicable up to 20 km of hypocentral
distance.

Following Atkinson (2006), we analyzed the standard
deviations of the residuals distribution at individual stations
before and after site/station correction. The average of these
station specific values for all the stations, weighted by the
number of observations per station, is shown in Figure 8,
and is compared with the standard deviation of the regression
obtained from the entire multi-station database (29 stations).
The values of weighted mean and total standard deviations
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Figure 7. Continued.
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Figure 8. Comparison of standard deviation at each station with
standard deviation obtained using complete data for PGA only;
dashed line, weighted mean value of standard deviation over all sta-
tions; solid line, overall standard deviation. The introduction of the
site correction parameter has improved the model as the gap be-
tween weighted mean standard deviation and overall standard
deviation is reduced in MOD3 compared with MOD1. The respec-
tive standard deviations are written in the figure.
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are also mentioned in Figure 8. The gap between weighted
mean standard deviation and total standard deviation is re-
duced when MOD3 is used. Similar results are observed
for PGV, SA(T) at T � 0:2 s, 0.5 s, and 1.0 s, but for the sake
of brevity, we show results for PGA only. The standard
deviation at all the stations is lower than that corresponding
to the regression model, except at station CLV, which is
higher than the other stations. This can be due to other
effects related to the local geological conditions beneath the
station, which are not fully accounted for by the introduced
correction.

Finally, using MOD3, we have also analyzed the inter-
event residual distribution. Indeed, as reported by Atik et al.
(2010), the inter-event residuals account for the influence
of source features that are not properly captured by the con-
sidered predictor variables (magnitude and distance in the
present study). These features are, for example, the stress
drop or the variation of slip in space and time. It could thus
be interesting to analyze the dependency of the inter-event
residual value as a function of depth. As shown in Figure 9,
for all the ground-motion parameters we observed, only a
slight positive trend of inter-event residuals with respect
to event depth which is reported in each panel. Among other
possible explanations, such as a variation in rigidity modulus
due to the heterogeneities present in a highly fractured
medium, following the interpretation proposed by McGarr
(1984), the results could indicate that there is a possible
decrease in stress with depth.

Conclusions

In the present work we have performed an NLMRA,
which allows one to separate the contributions of the inter-
event and intra-event error to the total standard error (e.g.,
Abrahamson and Silva, 1997; Atik et al., 2010). The intra-
event dependencies on GMPEs are obtained for PGV, PGA,
and SA(T) at T � 0:2 s, 0.3 s, and 1.0 s. The comparison
of our GMPE models with the model proposed by Atkinson
and Boore (2011) shows that our model is more robust when
ground-motion predictions have to be made for induced
earthquakes (smaller events) in The Geysers geothermal
field. Moreover, if information about local geology is not
available, our approach of introducing site/station effect cor-
rection has shown a significant improvement in the models as
well. We have also demonstrated how the two components of
the standard deviation (i.e., inter-event and intra-event) are
related to source effect and local site effects, respectively.
The reduction in total standard deviation after introduction
of site/station effect correction is actually associated with
a reduction of the intra-event component. We observe that
the inter-event residuals distribution shows a slightly positive
trend with depth, which, as suggested by McGarr (1984),
could indicate a possible decrease in stress with depth
(McGarr, 1984). The results obtained are promising and we
recommend the use of the GMPE MOD3 for modeling of
ground motion at The Geysers, which is applicable up to a

hypocentral distance of 20 km. The model can be used for
rock-site conditions selecting s � 0 for the site/station cor-
rection and s � �1 or −1 for which data are available to
compute the residual distribution analysis. However, for sites
characterized by geology different from the area analyzed in
the present study, we suggest predicting ground-motion val-
ues by using MOD3 with s � 0 and adding the site-specific
effect by using the corrective coefficients proposed by
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Borcherdt (1994), which are also implemented, for example,
in ShakeMap (Wald et al., 1999).

Data and Resources

Waveforms and parametric data of the Lawrence Berke-
ley National Laboratory (LBNL) Geysers/Calpine seismic
network have been retrieved from the Northern California
Earthquake Data Center (NCEDC; network code BG;
http://www.ncedc.org, last accessed January 2012). Figures
have been generated with the Generic Mapping Tools
(Wessel and Smith, 1991). The information about VS30 has
been retrieved from http://earthquake.usgs.gov/hazards/apps/
vs30/ (last accessed August 2012).
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Predicting Ground Motion from Induced Earthquakes

in Geothermal Areas

by John Douglas, Benjamin Edwards, Vincenzo Convertito, Nitin Sharma, Anna Tramelli,
Dirk Kraaijpoel, Banu Mena Cabrera, Nils Maercklin, and Claudia Troise

Abstract Induced seismicity from anthropogenic sources can be a significant nui-
sance to a local population and in extreme cases lead to damage to vulnerable struc-
tures. One type of induced seismicity of particular recent concern, which, in some
cases, can limit development of a potentially important clean energy source, is that
associated with geothermal power production. A key requirement for the accurate
assessment of seismic hazard (and risk) is a ground-motion prediction equation
(GMPE) that predicts the level of earthquake shaking (in terms of, for example, peak
ground acceleration) of an earthquake of a certain magnitude at a particular distance.
Few such models currently exist in regard to geothermal-related seismicity, and con-
sequently the evaluation of seismic hazard in the vicinity of geothermal power plants
is associated with high uncertainty.

Various ground-motion datasets of induced and natural seismicity (from Basel,
Geysers, Hengill, Roswinkel, Soultz, and Voerendaal) were compiled and processed,
and moment magnitudes for all events were recomputed homogeneously. These data
are used to show that ground motions from induced and natural earthquakes cannot
be statistically distinguished. Empirical GMPEs are derived from these data; and,
although they have similar characteristics to recent GMPEs for natural and mining-
related seismicity, the standard deviations are higher. To account for epistemic uncer-
tainties, stochastic models subsequently are developed based on a single corner
frequency and with parameters constrained by the available data. Predicted ground
motions from these models are fitted with functional forms to obtain easy-to-use
GMPEs. These are associated with standard deviations derived from the empirical data
to characterize aleatory variability. As an example, we demonstrate the potential use of
these models using data from Campi Flegrei.

Online Material: To be provided by editor.

Introduction

There is growing interest worldwide in using geothermal
energy for electrical power production. In Europe, for exam-
ple, there are at least 40 geothermal projects for electricity
generation (most of them very small scale) in various stages
of development, according to the International Geothermal
Association (see Data and Resources). In areas with suffi-
cient heat but inadequate fluid conductivity, enhanced geo-
thermal systems (EGSs) are being initiated. In an EGS, the
permeability of a geothermal reservoir is enhanced using hy-
draulic stimulation. This procedure induces microearth-
quakes by design but may also trigger larger events due
to existing (tectonic) stresses. These larger events may be felt
and provoke alarm in the local population or, in extreme
cases, cause damage. In the case of the Deep Heat Mining

project (Basel, Switzerland), a main event of relatively mod-
erate magnitude (ML 3.4, Mw 3.2) was triggered along with
thousands of smaller shocks. The increase in seismicity was a
cause for concern to the local population and led to a project
shutdown and insurance claims amounting to more than $9
million (Giardini, 2009). The review article by Majer et al.
(2007) discusses various cases of seismicity triggered and
induced by geothermal power production.

The evaluation of seismic hazard requires ground-
motion models linking event parameters (e.g., magnitude and
location) to site parameters such as peak ground acceleration
(PGA; Convertito et al., 2012). These models are generally in
the form of ground-motion prediction equations (GMPEs)
although simulations (e.g., Douglas and Aochi, 2008) could
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be envisioned. GMPEs for induced earthquakes should
provide robust predictions for small (1≲Mw ≲ 5), shallow
(focal depths, h≲ 5 km) earthquakes at close source-to-site
distances (hypocentral distances, rhyp ≲ 20 km), a distance–
magnitude–depth range that is poorly covered by existing
ground-motion models. Douglas (2011) summarizes almost
300 empirical GMPEs for the prediction of PGA and nearly
200 empirical GMPEs for elastic-response spectral ordinates.
In addition, Douglas (2011) lists dozens of GMPEs developed
via approaches other than regression analysis on recorded
ground-motion data. However, in that study, no GMPEs
derived for earthquakes induced by geothermal activity were
identified. There are a handful of models available that have
used data from nonnatural earthquakes, such as mining-
induced tremors (McGarr et al., 1981; McGarr and Fletcher,
2005) and nuclear explosions (Hays, 1980), but their rel-
evance to geothermally induced tremors is not clear despite
the fact that mining-related GMPEs often cover the magnitude–
distance–depth range of relevance to geothermal projects.

Bommer et al. (2006) developed a GMPE for peak
ground velocity (PGV) for use in the area surrounding the
Berlín (El Salvador) geothermal power project. The authors
did this by adjusting a previously published GMPE, derived
from accelerograms of natural seismicity in Europe and the
Middle East, so that it better fit ground-motion data from
seismic swarms with shallow focal depths in this area; re-
cords associated with geothermal power production were
not available at the time. This relied on the assumption that
shaking from these swarm events and those associated with
geothermal power production are similar. After the installa-
tion of a monitoring network during and following the period
of hydraulic stimulation, ground-motion data from local
earthquakes (some of which were induced by the stimula-
tion) were used to update the derived GMPE because the
original model was found to overestimate ground motions
in the geothermal field. Such an approach could be followed
in seismically active areas for which local ground-motion
data exist (such as El Salvador), but this adjustment pro-
cedure would not be possible for EGS projects in regions with
little or no history of earthquakes or ground-motion monitor-
ing. Various previous studies have demonstrated that earth-
quake shaking from small earthquakes (Mw ≲ 6) shows
greater interregion variability than ground motions from
larger events (Douglas, 2007; Chiou et al, 2010). Therefore,
it is probable that GMPEs for induced seismicity in one (host)
region would need adjustment for application in another (tar-
get) region.

As part of its Seventh Framework Programme (FP7), the
European Commission funded a collaborative international
research project, the Geothermal Engineering Integrating
Mitigation of Induced Seismicity in Reservoirs (GEISER),
to study various aspects of induced seismicity and how they
modify the local seismic hazard. The current article is the
result of an effort within the GEISER project to develop con-
sensus ground-motion models for the prediction of PGA,
PGV, and elastic-response spectral ordinates associated with

induced earthquakes in geothermal areas. EGS project oper-
ators need to be able to estimate future seismic hazard before
reservoir stimulations start; before stimulation, it is likely
that ground-motion data would be limited and with a poor
magnitude–distance distribution from which to derive site-
specific GMPEs. Consequently, we sought generic GMPEs
for use in future EGS projects that can be made more site
specific once observations become available from local
networks.

In this study, available ground-motion data associated
with various locations and seismicity types are presented
and analyzed to investigate the potential dependence of
earthquake shaking on the type of seismicity (natural, geo-
thermal-related events, or induced by gas extraction) and to
derive empirical GMPEs based on these data. Stochastic mod-
els then are developed that account for epistemic uncertainty
in the prediction of median ground motions. These models
are used to simulate PGA, PGV, and response spectral accel-
erations that are then regressed to produce easy-to-use
GMPEs. To assign estimates of the aleatory variability to
be used with these GMPEs, the empirical data are analyzed
to present models of the between-event (interevent) and
within-event (intraevent) components of this variability for
application within seismic hazard assessments for EGS sites.
A possible approach to assign weights to these models is then
presented for an example site.

Data Selection and Processing

For this article, we assembled data from surface instru-
ments in Basel (Switzerland), Campi Flegrei (Italy), Geysers
(United States), Hengill (Iceland), Roswinkel and Voeren-
daal (the Netherlands), and Soultz-sous-Forêts (France).
Data from Campi Flegrei are only used in the independent
validation of the GMPEs developed here. Some of these sets
contain records from natural earthquakes (some of which are
in areas of natural geothermal activity; i.e., Campi Flegrei
and Hengill), geothermal-related events, and shocks induced
by gas extraction. Charlety et al. (2007) noted that the smallest
geothermal event felt by the local population near Soultz-
sous-Forêts wasML 1.4 (a similar threshold holds for tremors
felt in theNetherlands).Wetherefore aimtoproviderobustpre-
dictions down to such magnitudes. In the following sections,
more details of these datasets are given; and, following that,
methods for the computation of moment magnitudes and the
correction for local site responses are presented.

All instrument-corrected data were assessed for their
quality through a combination of visual inspection and
analysis of the signal-to-noise ratio (SNR). For each record,
the frequency range for which the SNR was greater than three
was assessed. This criterion led to a rapid drop-off in the
number of records available for analysis, from 5 Hz
(0.2 s) downward. By 2 Hz (0.5 s), less than half the data
can be used, and by 1 Hz (1 s) almost all are unusable. Based
on this observation, we do not seek to use spectral acceler-
ations beyond 0.5 s in our analysis, nor do we use data from
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earthquakes below Mw 1. An analysis of the influence of
high-cut filtering on the observations shows that, contrary
to some expectations, response spectral accelerations from
accelerograms are not very sensitive to high-frequency noise,
confirming the conclusions of Douglas and Boore (2011).
However, some records required a high cut-off frequency
of less than 10 Hz, which means that the PGA (and other
high-frequency parameters) are likely to be significantly re-
duced. Therefore, we excluded all records requiring a high
cut-off frequency of less than 10 Hz. As an initial test, the
residuals between the observed PGAs and those predicted by
the GMPE of Bommer et al. (2007) were computed. This
equation was chosen because it used data down to Mw 3
and hence covered part of the magnitude range of interest.
The residual plot showed that a small number of records, pre-
dominantly from Geysers, had very low PGAs (more than
100 times smaller) relative to the predicted value. The inclu-
sion of these data could hamper any analysis performed and
were therefore removed. (Because Geysers contributes thou-
sands of records to the analysis, this removal is not a signifi-
cant loss). The reason for these very small amplitudes is not

known but is likely due to instrument malfunction or misas-
sociation of the record to a particular earthquake.

The distribution of the final selected data in terms of
magnitude, hypocentral distance, focal depth, and location
is shown in Figure 1. Although records from overlapping
magnitude and distance ranges from various sites are in-
cluded, some data come from distance ranges that are not
well covered by data from other sites (e.g., Roswinkel). Be-
cause induced seismicity and local monitoring networks are
closely localized in space, available records often come from
similar distances, and magnitude–distance plots show band-
ing. This lack of overlap in the available data impedes stat-
istical analyses. In total, 3968 records (963 from Basel, 2328
from Geysers, 231 from Hengill, 61 from Roswinkel, 223
from Soultz, and 162 from Voerendaal) from 535 earthquakes
and 119 stations are used to develop the GMPEs. Fifty-five
records from 22 earthquakes and 13 stations from Campi
Flegrei are used in an example application of these GMPEs.
The focal mechanisms of the majority of these events are not
known; therefore, we assume strike-slip faulting when com-
paring the observations to previously published GMPEs.
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Figure 1. Magnitude–hypocentral distance–location distributions and magnitude–focal depth–location distributions of records used in
this study. Only the records up to rhyp � 20 km are plotted because there are few records beyond this distance range, with the exceptions of
Basel and Hengill.
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Basel

The Basel EGS project was proposed to provide up to
3 MW in electrical production and 20 MW in thermal produc-
tion. A 200°C reservoir was to be created at a depth of 5 km
beneath the city. A dense network of surface sensors (Swiss
Seismological Service, SED; BadenWüttemberg Seismologi-
cal Service, LED) and borehole sensors (Geo Explorers Ltd.)
was deployed to monitor seismicity. The SED surface instru-
ments are either STS-2 broadband seismometers or EpiSensor
accelerometers, geographically oriented. Site conditions are
well known through the microzonation studies of Havenith
et al. (2007) and site investigations undertaken as part of a
probabilistic seismic-hazard study for nuclear power facilities
in Switzerland (Fäh et al., 2009). Basel lies on
a sedimentary basin some several-hundred meters thick.
Time-averaged shear-wave velocity down to 30 m (VS30)
of the sites around Basel tends to be around 400 m=s
(National Earthquake Reductions Program [NEHRP] site class
C), although rock-site stations at greater distances were also
used for determination of magnitudes. The borehole sensors
from Geo Explorers Ltd. are short-period geophones with a
natural frequency of around 5 Hz and a damping coefficient
of 0.2. Although they are located at various depths, we only
use those on the surface for the ground-motion analysis (the
borehole data were included in the magnitude determination).
Some instruments were of unknown orientation, so all data
were rotated to the direction of maximum amplitude. All
events in the Basel dataset are geothermally induced events
located by the SED. Data were corrected for the amplitude
and phase response of the instrument and differentiated to
provide acceleration-time series.

Campi Flegrei

Campi Flegrei caldera is a volcanic area that includes
part of the metropolitan area of Naples (southern Italy),
one of most densely populated areas in Europe. It is a large
depression (with a radius of about 6 km) formed by huge
ignimbritic eruptions, the last one having occurred 15,000
years ago (Deino et al., 2004). For at least the past 2000
years, the area has also been affected by episodes of large
uplift and subsidence, as shown by marine ingression levels
in Roman and Middle Age monuments and ruins (Dvorak
and Mastrolorenzo, 1990). The latest episodes of unrest,
causing maximum uplift of about 3.5 m in 15 years (peak
rate of about 1 m=yr), started in 1969 and, after about 10
years of stable ground level, restarted in 1982 and continued
until 1984. During this final period, maximum uplift rates
were recorded by leveling networks and tide gauges (De
Natale et al., 2006), and more than 15,000 microearthquakes
occurred with magnitudes from 0 to 4.2 (De Natale and
Zollo, 1986). As these earthquakes were generally shallow
with maximum depths of 3–4 km, they were strongly felt
by the local population but did not produce significant dam-
age (De Natale et al., 1988). In January 1984, a digital net-
work owned by the University of Wisconsin was installed at

Campi Flegrei, consisting of 13 digital, three-component sta-
tions with a 125–250 Hz sampling rate (e.g., Aster et al.,
1989). The catalog analyzed here contains the data presented
in the aforementioned papers, with the addition of other re-
cords that were not analyzed at that time.

Geysers

Geysers is a vapor-dominated geothermal field located
in northern California. The main steam reservoir has a tem-
perature of about 235°C and underlies an impermeable cap-
rock with its base 1.1–3.3 km below the surface. Commercial
exploitation of the field began in 1960. Since then, seismicity
has become more frequent in the area and has increased with
further field development (e.g., Majer et al., 2007). The in-
duced seismicity is concentrated within the upper 4 km of the
crust, in the reservoir below production wells, and near in-
jection wells.

Different temporary and long-term seismic networks
have been deployed in the area during the last five decades.
At present, local seismicity is monitored by the dense
Berkeley–Geysers (BG) surface seismic network and some
nearby stations of the Northern California Seismic Network
(NCSN). The BG network consists of 29, three-component
stations distributed over an area of about 20 × 10 km2, cov-
ering the entire geothermal field. Initially, each BG station
was equipped with I/O Sensor SM-6 geophones with natural
frequencies of 14 Hz. Toward the end of 2009, these instru-
ments were replaced by OYO Geospace GS-11D 4.5 Hz
sensors. The BG stations operate in trigger mode, and the
waveform segments recorded since the end of July 2007
are made available by the Northern California Earthquake
Data Center (NCEDC). No information about VS30 of the re-
cording sites is currently available.

We analyzed induced seismicity at Geysers between
August 2007 and February 2011. For the study region, there
are waveforms of more than 11,000 located events with mag-
nitudes larger than 1.0 available from the NCEDC. The larg-
est earthquake recorded was the 4 January 2009 Mw 4.3
event. We associated all data with events from the NCEDC
earthquake catalog, updated the metadata for all traces,
and automatically repicked the P-wave first-arrival times
for quality control. Because different magnitude types (MD,
ML, and Mw) are used in the original catalog, moment mag-
nitude has been recomputed here for all the events with M ≥
1:5 (any scale). To compile a representative subset for this
study, we divided the available range of catalog magnitude
into bins 0.25 units wide. Within each bin, we selected those
10 events with the most validated P-wave picks at BG stations
to ensure accurate locations and high-quality waveforms.

Hengill

Ground-motion data recorded close to the Hengill
(southwestern Iceland) geothermal system by a temporary
broadband network installed within the framework of the
I-GET FP6 project (Jousset and François, 2006) were used
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here. The temporary network operated from late June 2006
until mid-October 2006 and was composed of seven Güralp
Systems broadband instruments (CMG-3ESP and CMG-
40TD) distributed to monitor and explore the Hengill hydro-
thermal system. In addition, data from the three stations
(Lennartz LE3-5s instruments) of the South Icelandic Low-
land (SIL) permanent seismic network, operated by the Ice-
landic Meteorological Office (IMO), nearest Hengill (KRO,
HEI, and SAN) were also collected for this study. Some basic
site descriptions are available for the temporary stations,
which show variations; however, it is assumed that the sta-
tions are all located on rock because of the general geology
of the Hengill area (shallow volcanic soils overlying lava of
various ages). Jousset and François (2006) report previous
studies suggesting that cooling, mostly due to natural heat
loss, and consequential thermal contraction and cracking
in the heat source are responsible for the continuous small-
magnitude seismicity in the Hengill area. This was deduced
by the non-double-couple focal mechanisms with large ex-
plosive components, which may be attributable to fluid flow
into newly formed cracks. The IMO earthquake catalog was
queried to find those earthquakes with moment magnitudes
larger than Mw 1.0 that were recorded by one or more of the
ten instruments installed in the Hengill region. The acceler-
ation time histories (derived by time-domain differentiation
from the velocity measurements recorded by the broadband
sensors) corresponding to these earthquakes were selected.

Roswinkel

The Roswinkel (northeastern Netherlands) natural gas
field is situated in a heavily faulted anticline structure in Tri-
assic sandstones at a depth of around 2.1 km. The field was in
production from 1980 to 2005, while seismicity was ob-
served from 1992 to 2006, with 39 earthquakes in total
and a strongest event of magnitude ML 3.4 and epicentral
intensity of I0 � VI. The seismicity that occurred so far
has been associated with existing faults on top of the reser-
voir (van Eck et al., 2006; Dost and Haak, 2007). The dataset
used in this study contains 27 events with strong-motion re-
cordings from the Roswinkel village obtained using SIG
AC-23 sensors.

Soultz

The Soultz geothermal exploitation began in the late
1980s as a collaborative French–German project. The first
subterranean circulation of water using the drilled boreholes
was achieved in the late 1990s. The boreholes were then
deepened to about 5 km and various reservoir stimulations
were undertaken in the first decade of this century. Electricity
has been produced since June 2008. The data used here come
from three permanent three-component surface stations
(FOR, OPS, and SRB) installed by École et Observatoire
des Sciences de la Terre (EOST) of the University of
Strasbourg in 2003 close to the injection wells of the EGS
(Charlety et al., 2007). These stations record amplitudes that

are proportional to ground velocity, which is then converted
to acceleration by differentiation and application of the
calibration factor. The records are of injection experiments
conducted in 2003. A high-quality earthquake catalog was
provided by EOST. Because the recorded events are all in-
duced in the geothermal reservoir, the records are associated
with similar hypocentral distances.

Voerendaal

The Roer Valley Rift System is an active rift system
in the Lower Rhine embayment in the border area of the
Netherlands, Belgium, and Germany (Dost and Haak,
2007). Most of the seismicity in the area is situated within
the Roer Valley graben, and this is associated to the main
bounding faults: the Peel boundary fault to the northeast
and the Feldbiss fault to the southwest. The village of
Voerendaal is located on the South Limburg block, southwest
of the Feldbiss fault. The region around Voerendaal has
shown anomalous swarmlike seismicity at relatively shallow
depths (around 3–8 km). A first swarm was detected in 1985
and lasted for more than a month. Nine events were located
in 1985, the largest of which had a magnitude ofML 3.0 and
a maximum epicentral intensity of I0 � IV. After 15 years, a
new swarm of events started in the same area on 20 Decem-
ber 2000. This time the swarm lasted for more than a year,
with 139 detected events and a strongest event with magni-
tude ML 3.9 and intensity of I0 � VI. The dataset used in
this study is composed of 136 events from the Voerendaal
area between April 1999 and August 2009. The waveforms
consist of both short-period recordings from the regional
seismic network (Willmore MkIII sensors) and acceleromet-
ric recordings from within the Voerendaal village, where
three SIG AC-23 strong-motion sensors have been deployed
since the start of the second swarm.

Computation of Moment Magnitudes

One of the main difficulties in analyzing data from small
earthquakes in different areas is the lack of a mutually con-
sistent magnitude scale. The magnitudes of such small
shocks are generally not computed by international agencies,
such as the International Seismological Centre (ISC), or by
teleseismic scales such as surface-wave, body, or moment
magnitude. Consequently, local or duration magnitudes
are the only measures of the size of small events usually
available. These magnitude scales are notorious for being
network dependent, and therefore it is difficult to know if,
for example, anML 2 earthquake in one area is truly the same
size as an ML 2 earthquake in another. In light of this, using
the technique presented by Edwards et al. (2010) we have
calculated, using an automatic procedure, moment magni-
tudes (Mw) for the vast majority of earthquakes considered
here.

The method is based on the far-field spectral model of
Brune (1970, 1971), and it was shown previously to provide
magnitudes consistent within �0:1 units of moment tensor
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solutions of M >3 events in Switzerland. The method is ex-
tended to lower magnitudes, relying only on a sufficient
bandwidth (at least one decade, log10 unit) of the spectrum
being visible above the noise. In their comparison of Swiss
moment tensor solutions, Edwards et al. (2010) showed that
the site effect on Mw in Switzerland was negligible because
the majority of recordings were from hard-rock sites. How-
ever, in the case of limited distance coverage of records
analyzed herein, the instruments may be located entirely
on sediments. We therefore allowed for site effects in the case
of the Basel data, using the rock reference of Poggi et al.
(2011); and, because we wanted to predict ground motions
at the surface, we excluded borehole data.

The Geysers data are also located on sediments, which
considerably amplify ground motions. In the case of un-
known reference-velocity profile and amplification, there
is a coupled trade-off between magnitude and site effects.
However, for several events, moment magnitudes have been
independently determined by Berkeley Seismological Labo-
ratory (BSL). The moment tensor analysis used for their de-
termination is insensitive to site effects due to the long-period
signals that were analyzed. To constrain our joint inversion
for site amplification and unknown Mw, we fixed the mag-
nitudes of events with knownMw > 3:5. Given sufficient re-
cordings across all stations from these events, the resulting
inversion for unknown Mw and site effects is decoupled, ex-
tending the determination of Mw to low magnitudes. For the
Hengill and Soultz data, no reference (Mw or site amplifica-
tion) exists, so we assume negligible site effects due to the
rock-site classifications.

As a check of the calculatedMw values and to determine
magnitude-scaling relations between published and recalcu-
lated magnitudes, we compared all moment magnitudes to
agency magnitudes when possible. Detailed analysis and
interpretation of the Mw determination is presented by
B. Edwards and J. Douglas (2012, unpublished manuscript).
As few independent Mw estimates exist, it is difficult to ob-
jectively assess our calculated magnitudes. Nevertheless,
comparison with magnitudes from BSL, where values were
not fixed (Mw < 3:5), showed agreement to within 0.15 units
down toMw 3.2. Furthermore, the scaling ofMw determined
for this study was found to be consistent with the ML∶Mw

scaling relations of Grünthal et al. (2009) and Goertz-
Allmann et al. (2011), down to Mw 1.

For some of the poorly recorded (generally the smallest)
earthquakes, moment magnitudes could not be calculated
with this approach. In the case of Basel, existing formulas
from Goertz-Allmann et al. (2011) were available to estimate
Mw from ML for such events. For the events from other
locations, region-specific magnitude-conversion formulas
were used (Table 1). These formulas were derived using
linear least-squares regression, assuming that the catalog
magnitudes are definitive and all errors in Mw are equal.
Although the catalog magnitudes are not, in fact, definitive,
the majority were provided without error estimates, limit-
ing the scope for analysis. These conversions introduce

uncertainties into the analysis, especially when the standard
deviations of the formulas are large (i.e., for Hengill and
Voerendaal), but they have the benefit of increasing the
number of records available for analysis.

Correction for Site Response

GMPEs are usually corrected for local site response and
attenuation conditions relative to a given reference before ap-
plication in local or regional hazard studies (e.g., Delavaud
et al., 2012). Knowing the precise reference site condition of
a GMPE is therefore important because not having this infor-
mation can lead to the introduction of large epistemic uncer-
tainties in probabilistic seismic-hazard analysis. In the case
of most GMPEs, the reference condition is rather loosely de-
fined (often in terms of a VS30 value or an NEHRP site class).

To address the problem of the starkly different site con-
ditions across the different datasets in our study, all wave-
forms were corrected for a site-specific amplification
response in addition to site attenuation, κ (Anderson and
Hough, 1984). The velocity profile used for the reference
condition was the generic rock profile determined by Poggi
et al. (2011) for Switzerland, while the corresponding refer-
ence attenuation was κ � 0:016 s (Edwards et al., 2011).
Site-specific estimates of amplification and κ were obtained
as a side product of the magnitude-determination procedure
(Edwards et al., 2008; Edwards and Rietbrock, 2009), which
introduced a degree of compatibility between amplification,
attenuation, and magnitudes. The Fourier response (amplifi-
cation and attenuation relative to the reference condition)
was removed from each waveform in the frequency domain,
and the corrected spectrum was then returned to the time do-
main preserving the phase, thereby providing site-corrected
accelerograms. As a result of this process, all data were cor-
rected to a commonly known site condition. To use a GMPE
developed with these data for a specific site condition, ap-
propriate amplification and attenuation corrections needed
to be applied.

Table 1
Magnitude-Conversion Formulas Used to Estimate Mw for
Those Earthquakes for which Mw Could Not Be Calculated

Site Equation
Standard
Deviation

Basel Mw � 0:594ML � 0:985 for ML < 2 0.159 for
ML < 2

Mw � 1:327� 0:253ML � 0:085M2
L

for 2 ≤ ML ≤ 4

0.134 for 2 ≤
ML < 4

Mw � ML − 0:3 for ML > 4

(Goertz-Allmann et al., 2011)
0.175 for
ML > 4

Geysers Mw � 0:90MD � 0:47 0.08
Hengill Mw � 0:546Mw;IMO � 1:072 0.28
Roswinkel Mw � 0:578ML � 1:168 0.10
Soultz Mw � 0:614ML � 0:433 0.19
Voerendaal Mw � 0:641ML � 1:018 0.33
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Empirical Analysis

In this section we analyze the ground-motion data to in-
vestigate possible differences in shaking from the locations
considered here. In agreement with current practice, the geo-
metric mean of the two horizontal components of pseudo-
spectral acceleration (PSA) for 5% damping is considered.
Of particular interest in relation to ground-motion variability
is the similarity of time histories observed at a particular geo-
thermal site. Because the recordings are of events in a rela-
tively small source region and the waves follow similar paths
to closely spaced receivers, this should provide an insight
into single-station, single-source sigma (Atkinson, 2006;
Rodriguez-Marek et al., 2011). This issue is discussed in
a subsequent section. The two types of data analysis consid-
ered here (analysis of variance [ANOVA] and regression) are
complementary because ANOVA does not impose a functional
form and relies onmany records from overlapping magnitude–
distance ranges from different locations, whereas regression
analysis requires a functional form (or forms) to be assumed
but data from different regions do not need to overlap.

Analysis of Variance

Douglas (2004a,b, 2007) uses one-way ANOVA to test
the differences in observed ground motions for a given mag-
nitude and distance in two or more regions. In this technique,
ln�PSA�s computed from ground-motion records in different
regions are binned into small magnitude and distance inter-
vals, and the mean ln�PSA�s for each magnitude–distance
range are computed for each region along with their standard
deviations. For bins with sufficient records, ANOVA allows
the computation of the significance level of the difference
between average ground motions in the different areas.
The advantage of this approach over techniques involving
the derivation and comparison of GMPEs for the different
regions is that no assumptions need to be made on the func-
tional form of the GMPEs. Furthermore, assessing the signifi-
cance of differences between predictions from GMPEs is not
straightforward (Douglas, 2007). The disadvantage of this
technique is that it requires dense overlapping datasets for
the magnitude–distance ranges of interest because there must
be at least two (and preferably many more) records per
region per bin, which often limits its application to small
earthquakes at moderate distances.

Because of the short (and accurately determined) hypo-
central distances, it was decided to use a fine grid in terms of
rhyp and a coarser grid in terms of magnitude. Therefore, the
data space was gridded into 0:5 Mw × 2 km bins, within
which it was assumed that the ground motions were similar.
Bins with more than five records from a single location were
identified to highlight those magnitude–distance ranges in
which sufficient records for robust ANOVA existed. The
average site-corrected spectra for each location and the mag-
nitude–distance bins with data from more than one location
are displayed in Figure 2.

This figure indicates that very-near-source ground mo-
tions (within 7 km) vary significantly in the different loca-
tions across the whole period range of interest. At greater
distances, the differences between most of the spectra be-
come insignificant. This apparent difference in ground mo-
tions between locations could be attributed to differences in
stress drop because the differences are more apparent at short
periods and the spectra converge at longer periods. Reasons
for these regional differences in stress drop could be related
to variations in average focal depths and elastic/mechanical
properties of the media. There does not seem to be any cor-
relation between the type of seismicity and ground-motion
amplitudes because, for instance, the Soultz spectra are gen-
erally much higher than average for a certain magnitude–
distance range whereas the Basel spectra are generally lower
than average, and both are examples of induced seismicity.
Similarly Voerendaal and Hengill present significantly differ-
ent average spectra, and these datasets are both examples of
natural seismicity.

Regression Analysis

As a complementary technique to ANOVA, in this sec-
tion we develop GMPEs by regression analyses of the avail-
able ground-motion data. These GMPEs allow the scaling of
ground motions with respect to magnitude and distance to be
studied and compared to those predicted by the stochastic
model developed in the following section, Development
of Generic Stochastic Models. In addition, differences be-
tween ground motions from different areas are investigated.
Finally, the predictions are compared to those made by
existing GMPEs derived from data from moderate and large
earthquakes, specifically those by Ambraseys et al. (2005;
herein referred to as AB05), Bommer et al. (2007; referred
to as BM07), and Massa et al. (2008; referred to as MS08), to
see if such models can be extrapolated to the prediction of
shaking from small events.

We derive a specific GMPE using nonlinear mixed-effect
regression (Lindstrom and Bates, 1990; Abrahamson and
Youngs, 1992), which accounts for between-event and within-
event variabilities (Al Atik et al., 2010). Only records with
rhyp < 50 km are used. The model selected for regression
(model 1) has a standard functional form (equation 1) account-
ing for first-order effects of magnitude scaling, near-source sat-
uration, geometrical spreading, and anelastic attenuation:

lnY � a� bM � c ln
�������������������

r2hyp � h2
q

� drhyp; (1)

where Y is the response variable corresponding to PGA, PGV,
or PSA at various structural periods (in SI units) and a, b, c, d,
and h are regression coefficients. Coefficients obtained from
the regression analysis, along with their uncertainties and the
two principal components of the standard deviation, are re-
ported in Table 2 for PGA, PGV, and PSA for three selected
periods. (See Ⓔ Table S2 of the electronic supplement to this
article for coefficients for periods up to 0.5 s.)
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Figure 2. Average site-corrected response spectra observed in each location in Mw-rhyp bins of 340:5 Mw × 2 km. A triangle
means a significant difference was found at the 5% level between PSAs at the different locations, and a circle implies no significant difference
was found. Filled symbols indicate more than five records from a location are in the Mw-rhyp bin, and unfilled indicates five records
or less.

Table 2
36 Coefficients for Model 1 for Selected Periods in which τ is the Between Event, ϕ the Within Event, and σ the Total Standard

Deviations

Period a� sa b� sb c� sc h� sh d� sd τ ϕ σ

Uncorrected for site effects PGA 0.01 −5.984±0.427 2.146±0.069 −1.772±0.208 2.511±0.595 −0.023±0.011 0.792 0.829 1.147
0.10 −6.444±0.329 2.376±0.056 −1.410±0.167 1.751±0.704 −0.039±0.009 0.815 0.623 1.026
0.20 −9.513±0.243 2.805±0.058 −0.776±0.121 Constrained

to zero
−0.057±0.008 0.800 0.612 1.007

0.50 −11.232±0.480 2.912±0.081 −0.953±0.223 2.722±1.181 −0.022±0.011 0.638 0.816 1.036
PGV −10.367±0.449 2.018±0.136 −1.124±0.183 2.129±0.895 −0.046±0.010 1.811 0.745 1.958

Corrected for site effects PGA 0.01 −6.514±0.423 1.995±0.085 −1.468±0.200 2.490±0.688 −0.029±0.010 0.730 1.079 1.303
0.10 −7.991±0.229 2.376±0.063 −0.827±0.106 1.058±1.049 −0.056±0.006 0.589 0.787 0.983
0.20 −10.024±0.219 2.784±0.057 −0.850±0.103 1.080±0.979 −0.041±0.006 0.554 0.658 0.860
0.50 −12.736±0.282 3.056±0.070 −0.675±0.129 1.218±1.434 −0.050±0.008 0.572 0.698 0.903

PGV −9.999±0.681 1.964±0.122 −1.405±0.321 2.933±1.088 −0.035±0.016 1.029 1.553 1.863
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The magnitude scaling of the derived GMPEs (coeffi-
cient b) closely matches the magnitude dependencies re-
ported by Douglas and Jousset (2011) from previous
empirical GMPEs derived using data from small (Mw ≲ 3)
natural and mining-related earthquakes (their fig. 1), thereby
suggesting that the magnitude scaling of induced, mining,
and natural seismicity are comparable. Comparing the coef-
ficient b of the GMPEs for PGV with the coefficients for
PGA and PSA shows that the PGV for small events is asso-
ciated with very high frequencies, and hence the method of
Bommer and Alarcón (2006) to estimate PGV from PSA
(0.5 s) is not recommended for such earthquakes. The regres-
sion coefficients c and d indicate fast decay with distance,
which could be attributable to strong anelastic attenuation
(i.e., low Q values). Except at high frequencies, the total
standard deviation obtained from the regression on site-
corrected data is lower than that corresponding to uncor-
rected data, which shows that the site effect contributes
significantly to ground-motion variability. It should be noted
that the high-frequency site correction may actually reintro-
duce some source variability that was effectively hidden by
the site attenuation (κ). Consequently, we observe an increase
in total σ at high frequencies, including PGA and PGV, driven
by an increase in the between-event variability (τ ).

Figure 3 shows residual plots for data corrected for site
response. As is usual, the within event residual distributions
show larger dispersion compared with the between-event dis-
tributions. The comparison with other models shows that the
residual distributions of BM07 and MS08 are similar to that
of our model. On the other hand, the AB05 GMPEs lead to a
wide distribution of residuals, which can be attributed to the
applicability of this GMPE to larger magnitudes. Indeed,
BM07 is based on a dataset in which the minimum Mw

was 3.0, MS08 analyzed data with minimum Mw of 4.0,
and AB05 considered strong-motion data relative to earth-
quakes with Mw ≥ 5:0.

To investigate what consitutes the largest contribution to
the total residuals’ distribution, we analyze them as a func-
tion of both magnitude and distance. The obtained results,
which for brevity are not reported here, show that the largest
contribution to the residual dispersion comes from the dis-
tance; and, in particular, data recorded at shorter distances
feature higher residual values at all structural periods. This
indicates that, for data collected from earthquakes occurring
in these areas, it is likely that anelastic attenuation plays an
important role. On the other hand, aside from the results ob-
tained from the AB05 model, the residuals as a function of
magnitude are characterized by a quite uniform dispersion,
mostly centered on zero.

To analyze the effect of focal depth on the regression
models, and thus on the predictions of the ground motion,
we implemented two additional models to be compared with
the model reported in equation (1). From now on we refer
only to data corrected for site response. First, we selected
a model in which the regression coefficient h is no longer
used in conjunction with rhyp so as to discuss the relative

importance of this coefficient. Second, we implemented a
model in which epicentral distance, repi, is used instead of
rhyp. Models 2 and 3 have the following formulations:

lnY � a� bM � c ln rhyp � drhyp; (2)

and

lnY � a� bM � c ln
������������������

r2epi � h2
q

� drepi: (3)

The coefficients and the associated uncertainties for the
two models are listed in Table 3. Concerning the PGA, the
between- and within-event standard deviations of models
1 and 2 are equal, while the between-event component for
T ≤ 0:1 s for model 3 is slightly reduced. This could be a
consequence of greater scatter in focal depths, which are
more poorly defined than the epicenters.

Unlike moderate and large earthquakes, which rupture a
large proportion of the seismogenic layer, small earthquakes,
such as those induced and triggered by EGSs, are associated
with ruptures of less than a kilometer. Consequently, whether
this rupture occurs at a depth of, say, 20 km or at 2 km will
have a large impact on the shaking at the surface. To test the
effect of the focal depth on the predicted values from the
three models, we considered a set of epicentral distances,
and for each distance the actual range of focal depths con-
tained in the data is taken into account. For each term com-
posed of depth, repi and rhyp, we considered the differences
lnYmodel i − lnYmodel j where i and j correspond to 1, 2, and
3. We note that the differences depend only weakly on struc-
tural period and magnitude. Therefore, we show (in Fig. 4)
results only for the PGA and for a representative magnitude,
Mw 2.5. As expected, models 1 and 2 show the same behav-
ior for depths larger than 3 km. The models differ for repi <
1 km and focal depths less than 3 km, for which model 2
provides predictions larger than those of model 1. This is
due to coefficient h in model 1, which avoids unrealistic
Y values at small distances. The comparison between models
1 and 2 with respect to model 3 is more important for evalu-
ating the effect of the focal depth. Aside from the absolute
values, the differences between models 1 and 3 and those
between models 2 and 3 share the same characteristics. In
particular, all the models are similar starting from epicentral
distances of 10–15 km. On the other hand, a net difference is
observed for repi < 5 km, with a different trend depending
on the depth and an inflection point at about 3 km. For depths
less than 3 km, the predictions made by models 1 and 2 are
larger than those obtained from model 3, while the opposite
is observed for depths greater than 3 km. Thus, depth plays a
fundamental role, and rhyp should be more effective than repi,
particularly at short distances.

As for natural earthquakes (e.g., Douglas, 2007), it is of
interest to investigate the effect of tectonic environment on
ground motions from induced events. With this aim, we an-
alyze the residual distributions for each of the six zones. For
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Figure 3. Residual distributions and comparisons between data and predictions (corrected data) include (a) PGA, (b) PSA (0.10 s), (c) PSA
(0.20 s), and (d) PSA (0.50 s). The lower panels show the data from earthquakes with 2 ≤ Mw ≤ 3 and curves corresponding toMw 2.5, while
the upper panels show the residual distributions using the GMPEs derived here and those of Ambraseys et al. (2005), Bommer et al. (2007),
and Massa et al. (2008). Moreover, for the GMPEs from the present study, the residuals are separated into between-event and within-event
components. (Continued)
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Figure 3. Continued.
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natural earthquakes, ground motions in different regional
stress fields can be significantly different for the same
magnitude and source-to-site distance (e.g., McGarr, 1984;
Bommer et al. 2003; Convertito and Herrero, 2004). For in-
duced seismicity, local stress conditions are mostly driven by
field operations, which can reactivate existing faults or gen-
erate new ones with mechanisms different to those expected

from the regional stress field (Oppenheimer, 1986; Li et al.,
2011). In Figure 5 we show the PGA residuals as a function of
rhyp, Mw, and depth. It can be noted that dominant contribu-
tions come from Geysers and Hengill. As a general comment,
for all the models and all the considered structural periods,
we do not observe particular correlations among the residuals
and the three variables, Mw, rhyp, and focal depth.

Table 3
Coefficients for Models 2 (Equation 2) and 3 (Equation 3)

Period a� sa b� sb c� sc h� sh d� sd τ ϕ σ

Model 2 PGA 0.01 −7.198±0.200 1.991±0.085 −1.105±0.062 −0.048±0.005 0.731 1.080 1.304
0.10 −8.079±0.150 2.375±0.063 −0.778±0.050 −0.058±0.004 0.589 0.787 0.983
0.20 −10.118±0.141 2.783±0.057 −0.799±0.048 −0.044±0.004 0.554 0.658 0.860
0.50 −12.829±0.182 3.055±0.070 −0.624±0.060 −0.053±0.005 0.573 0.696 0.902

PGV −10.846±0.283 1.961±0.121 −0.962±0.088 −0.056±0.007 1.031 1.536 1.850

Model 3 PGA 0.01 −7.397±0.394 2.117±0.081 −1.282±0.181 3.173±0.469 −0.030±0.010 0.735 1.021 1.258
0.10 −8.824±0.212 2.481±0.062 −0.620±0.095 2.066±0.487 −0.059±0.006 0.592 0.766 0.968
0.20 −10.570±0.255 2.869±0.057 −0.753±0.118 2.675±0.520 −0.040±0.007 0.556 0.666 0.868
0.50 −13.328±0.257 3.104±0.070 −0.497±0.113 2.304±0.761 −0.054±0.007 0.574 0.704 0.908

PGV −9.672±0.966 2.064±0.123 −1.743±0.432 4.961±0.837 −0.015±0.019 1.029 1.556 1.867
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Figure 4. A comparison of predicted PGA of the three models as a function of focal depth.

12 J. Douglas, B. Edwards, V. Convertito, N. Sharma, A. Tramelli, D. Kraaijpoel, B. M. Cabrera, N. Maercklin, and C. Troise



Development of Generic Stochastic Models

Because the GMPEs developed in the previous section
may lead to erroneous predictions for Mw >3 due to limited
data, the purpose of this section is to develop stochastic mod-
els that are applicable close (rhyp < 50 km) to shallow earth-
quakes of 1 ≤ Mw ≤ 5. As discussed earlier in this article,
this is outside the magnitude–distance range of the vast
majority of published GMPEs. The empirical ground-motion
models derived herein combine data from different sites
and hence include within their aleatory variability (σ) large
site-to-site variation (this is discussed in detail in a later
section). In keeping with state-of-the-art seismic-hazard
assessments, it is preferable to explicitly separate epistemic
uncertainty, which can be reduced through the collection
of additional data, from true aleatory variability, which
is randomness intrinsic to the model. The development of
many (site-specific) stochastic models for geographical
zones where geothermal exploitation is ongoing or likely
in the future allows this separation to be made. The way
in which these models could be used in EGS projects and
with what values of σ is discussed in subsequent sections.

Q and κ values were first obtained for each region and
station, respectively, following the spectral fitting method de-
tailed in Edwards et al. (2011). In the case of Geysers, Hen-
gill, and Basel, sufficient data were available to define
regional Q values: 199, 657, and 1575 (based on a velocity
of β � 3500 m=s), respectively. However, in the case of
Basel, we usedQ � 1200, based on a study of a much larger

Swiss dataset by Edwards et al. (2011). For cases in whichQ
was not determined (due to records from a narrow distance
range), we assumed low attenuation (Q � 1200), such that
the majority of attenuation was assigned to the station κ
value. Station κ values were estimated based on these Q
models such that the average path attenuation, t�, is given
by t� � κ� rhyp=�Qβ�.

For selected datasets, we compared κ values computed
using the methods of Anderson and Hough (1984) and Ed-
wards et al. (2011) and found negligible differences. Stress
(drop) parameters (Fig. 6) for the datasets were computed
based on the definition assumed by the Stochastic-Method
SIMulation (SMSIM) software as Δσ � M0�fc=�0:4906β��3
(Boore, 2003), with the seismic moment M0, and the event–
common source corner frequency fc, obtained through a
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Figure 5. Residual analysis with respect to each area for PGA and model 1.

Figure 6. Observed stress-parameter values from the different
datasets. Error bars indicate the uncertainty based on the range of
possible fc values within �5% of the minimum misfit.
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second spectral inversion of log–log spectra with fixed Q.
There appears to be regional variation of the stress parameter,
but this may also be due to the influence of trade-offs in the
inversion and data limitations (such as available spectral
bandwidth). To address such trade-offs, we include an uncer-
tainty based on the range of possible fc values within �5%

of the minimum misfit, although this is based on the
assumption of known attenuation.

To capture the range of possible median ground motions
for different stress-drop and attenuation scenarios, we simu-
lated 3 × 3 × 4 � 36 different stochastic models. The mod-
els were made using a combination of Q (200, 600, and
1800), Brune (1970, 1971) ω2 stress parameter (Δσ, 1,
10, and 100 bar), and κ (0.005, 0.02, 0.04, and 0.06 s).
The choice of these values was designed to cover the range
of observed average values. In fact, the 36 models could be

reduced to 12 if we consider that, for the magnitude range of
interest and moderate κ and Q, the stress parameter is rela-
tively insignificant (Douglas and Jousset, 2011). A known
rock reference is imposed through the specification of the
amplification and corresponding site-attenuation model of
Poggi et al. (2011) and Edwards et al. (2011). The duration
model is the theoretical model presented by Herrmann
(1985), while geometrical spreading is assumed to follow
1=r decay. The stochastic model parameters are listed in
Table 4.

While these models do not explicitly represent the
region-specific data, we later describe a method for the pro-
dùction of a mixture model to best describe a particular data-
set and region. In the same way, it will be possible to produce
a best-estimate model for a new region (given an expected
stress parameter Δσ, κ, and Q value), which can then be
dynamically updated when data become available. In these
simulations we do not aim to address the issue of ground-
motion variability, rather we are looking to cover epistemic
uncertainty of potential median ground-motion models. In-
deed, because of the complex interaction of stochastic-model
parameters, it is difficult to justify the use of simulated
ground motions for analyzing such variability (Rietbrock
et al., 2013). Instead, we provide measures of variability
based on empirical analysis of data (see below).

A comparison of the generic model with Q � 600,
κ � 0:02 s, and stress parameter 10 bar with a model for
Switzerland (Edwards and Fäh, 2013) based on weak-motion
data is shown in Figure 7. The comparison with the Swiss
model shows they are quite similar, although the Swiss
model has a magnitude-dependent stress parameter, which
leads to a higher PSA for Mw 4.5 events. Furthermore, the
Swiss model shows stronger geometrical decay in the first
20 km, then less decay at greater distances.

To make the developed stochastic model easier to use for
hazard assessments, median ground motions (PGA, PSA, and
PGV) for various magnitudes and distances are predicted us-
ing the stochastic model and random-vibration theory imple-
mented in SMSIM (Boore, 2005) to which functions are fitted

Table 4
A Summary of Stochastic Model Parameters

Parameter Values

Source type (Brune 1970, 1971)
Stress parameter 1, 10, 100 bar
Q 200, 600, 1800
Geometrical decay 1=R
κ 0.005, 0.02, 0.04, 0.06 s
Amplification function Frequency Amplification

0.10 1.01
0.20 1.03
0.40 1.10
0.80 1.31
1.60 1.62
3.20 1.75
6.42 1.78
12.0 1.79
100 1.82

VS30 1100 m=s
Duration 1=fc � 0:05Rhyp

Density (ρ), reference
velocity (β)

2800 kg=m3, 3500 m=s

Partition factor, radiation,
free surface

0.71, 0.55, 2

Figure 7.35 A comparison of simulated PGA and PSA (gray lines) at 0.1 and 0.4 s to the model of Edwards and Fäh (2013) for the Swiss
foreland for Mw 1.5, 3, and 4.5. For the comparison, the generic model with Q � 600 is used along with κ � 0:02 s and a Δσ of 10 bar.
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by regression analysis. This is the same approach adopted by,
for example, Atkinson and Boore (2006). To focus on in-
duced events, simulations were performed at distances of
rhyp � 1 to 50 km in 1 km intervals and magnitudes 1–5
in intervals of 0.25 for PGA, PGV, and PSA at 18 periods
(0.01, 0.02, 0.03, 0.04, 0.05, 0.075, 0.1, 0.15, 0.2, 0.3,
0.4, 0.5, 0.75, 1, 1.5, 2, 4 s, and 10 s). To capture the behavior
of the predicted ground motions, various functional forms
were tested, and it was found that the following simple func-
tional form was sufficient:

ln y � b1 � b2�Mw − 3� � b3�Mw − 3�2 � b4�Mw − 3�3
� b5 ln�rhyp � bh� � b6�rhyp � bh�: (4)

The standard deviations from using standard least-
squares regression to fit this functional form to the simulated
PSAs are all smaller (much smaller for T > 0:1 s) than 0.3, in
terms of natural logarithms, thus showing that the functional
form is adequate. The coefficients of the 36 fitted models are
listed in Ⓔ Table S1 of the electronic supplement.

Rather than present individual models for different Δσ,
Q, and κ, an attempt was made to derive a single model using
a functional form based on the theoretical dependency of the
Fourier amplitude spectrum on these three parameters. How-
ever, the regression equations obtained by this approach were
associated with large standard deviations, and predictions

from the metamodel did not closely match the simulations.
Therefore, we do not recommend these equations, and the
coefficients are not given here. Atkinson and Boore (2006,
2007) propose an approximate procedure to adjust Δσ in
their GMPEs, derived using the stochastic model without
listing coefficients for many different values of the stress
parameter. These equations were tested to adjust the models
for 10 bar up and down, but it was found that the predictions
from the adjusted models for larger events (Mw ≥ 4) and
T > 0:1 s did not match those from the individual GMPEs
for Δσ � 1 bar and 100 bar. Therefore, the adjustments of
Atkinson and Boore (2006, 2007) are not recommended for
the models presented here.

Comparisons of the different generic models are shown
in Figure 8. The predictions from the stochastic models with
different Q diverge even close to the source, rhyp < 10 km.
However, the effect of Δσ is limited below Mw 3 and for
higher κ. This effect is initially surprising; however, as
shown by Douglas and Jousset (2011), for example, high-
frequency attenuation (Q and κ) means that changing Δσ
has a limited impact because it changes the plateau of the
source spectrum for frequencies higher than the corner fre-
quency, but these frequencies are then highly attenuated by
the path and site. As the corner frequency decreases (mag-
nitude increases), the impact of the high-frequency attenua-
tion becomes less important and the models with different
Δσ diverge. For small events, κ is indeed controlling the
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Figure 8. Trellis plot showing the predicted spectra (from the GMPEs derived from the simulated motions) for the six end-member models
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different values of PSA, particularly at high frequencies.
However, for larger events (e.g., Mw 5), the stress parameter
has a strong influence. Therefore, although it is not critical
for fitting small events, the choice of stress parameter may
have a strong impact on hazard if magnitudes approach 5.
Empirical model 1 (black curve) is roughly in the middle
of the generic stochastic models for Mw ≤ 4, for which there
are sufficient records to constrain the regression. It is, how-
ever, at the higher end of predictions forMw 5, for which the
regression is unconstrained by data and the assumption of the
same (linear) magnitude scaling used for smaller events
breaks down (Douglas and Jousset, 2011).

Because of the large epistemic uncertainty in the predic-
tion of median ground motions from geothermal areas, the
approach followed here is to propose a set of possible sto-
chastic models that we suggest should be used as a basis of
logic trees for seismic-hazard assessments associated with
geothermal projects. At the beginning of a project when
no ground-motion data are available from a site, the various
models derived here could be assigned equal weight within
the logic tree or weighted dependent on previous estimates of
Q,Δσ, and κ in the region. Once seismograms become avail-
able from the local network installed as part of the project,
the weights can be revised by comparing these data to the
different models and assessing the likelihood of each model
to be the correct one for the site. A simple example of this
type of approach is presented in the next section.

Derivation of Weights for Stochastic Models

As an example of the possible application of the GMPEs
derived above, we use the independent dataset from Campi
Flegrei. These data are measurements of natural seismicity
within a geothermally active zone rather than of induced
events, but they are selected because they have many of
the characteristics that EGS site records would have, such
as small magnitudes, shallow focal depths, and short hypo-
central distances. Only 55 records were analyzed from this
site so the situation corresponds to either prestimulation
monitoring of background seismicity or early on in the
stimulation process. We analyzed 14 seismic events recorded
by various networks during the bradiseismic crises of 1982–
1984 and 8 events recorded during the smaller crisis of 2006.
We selected earthquakes having a clear S wave with respect
to the background noise recorded by at least three stations.
The analyzed earthquakes have depths between 1 and 4 km
below sea level, and almost all are located close to the center
of the Campi Flegrei caldera. Spectra of ground displacement
of a 2.56 s time window containing the S-wave first arrival
(starting 0.3 s before the S-wave arrival time) were fitted by
using a theoretical ω2 model corrected for both Q � 125

and κ � 0:015 s (De Natale et al., 1987) to estimate low-
frequency levels, Ω0, and corner frequencies, fc. The ob-
served spectra were also corrected for the site functions
found by Tramelli et al. (2010).

Seismic moments were obtained from the spectra using
this relationship (Aki and Richards, 2002):

M0 �
4πρV3

SrhypΩ0

FRθ
; (5)

with ρ � 2000 kg=m3, VS � 1700 m=s, F is the free-surface
correction, and the average S-wave radiation-pattern coeffi-
cient, Rθ, is 0.3 (De Natale et al., 1987). The stress drop,Δσ,
was calculated using the Brune (1970, 1971) model,
Δσ � 0:44M0=r3, where the source radius r is given by
0:37VS=fc. The stress drops calculated for the earthquakes
of the 1982–1984 crises are close to 5 bar, as previously found
by De Natale et al. (1987), while the values found for the
2006 earthquakes are a little higher, as shown in Table 5.

Based on the values ofQ (125) and κ (0.015 s) estimated
by De Natale et al. (1987) and the value of Δσ (5 bar) found
here, it could be argued to give highest weight within a seismic-
hazard assessment for this area to the GMPEs for Q � 200,
κ � 0:02 s, andΔσ � 1 bar and 10 bar, which are the nearest
available stochastic models of the 36 derived here. However,
given the large epistemic uncertainties on these estimates of
Q, κ, and Δσ for Campi Flegrei, a more observational-based
approach may be preferred due to the limited data.

The magnitudes of the available data only covers the
range of 0:4 ≤ Mw ≤ 2:1, and over this range the effect of
Δσ is limited. Consequently, we only consider a single stress
parameter (1 bar). We also exclude the models using
κ � 0:005 s, which is unrealistic for Campi Flegrei sites.
This means that the 36 potential GMPEs are reduced to 3 ×
3 � 9 models, which include Q � 200, 600, and 1800 and
κ � 0:02, 0.04, and 0.06 s. Figure 9 compares the predicted
and observed PSA (0.1 s) and PSA (0.5 s) for data within
0:5Mw units of the mean magnitude of the analyzed data
(Mw 1.4), which shows the large inherent variability in ob-
served ground-motion data from small earthquakes and the
difficulty in preferring certain models over others. Never-
theless, the lower group of stochastic models (corresponding
to κ � 0:06 s) provides a better fit than the other GMPEs.
Consequently, slightly higher weights for these GMPEs could
be appropriate, but the other models cannot be excluded from
the logic tree because of the high-epistemic uncertainty when
conducting seismic-hazard assessments using limited obser-
vations (such as this case). Figure 9 also illustrates that em-
pirical model 1 and the stochastic models predict similar
ground motions for this magnitude and range of distances.
In practice, ground-motion data from a local monitoring
network installed as part of an EGS project would allow con-
tinual updating of the weights assigned to each of the con-
sidered GMPEs as the epistemic uncertainty in the median
ground motions decreases as more data are recorded.

Aleatory Variability

One of the most active areas of engineering seis-
mology research in the past decade is in the understanding
and characterization of aleatory variability of earthquake
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shaking, commonly summarized by the standard deviation
(σ) of the logarithm of a ground-motion parameter such
as PGA (e.g., Strasser et al., 2009, and the references therein).
It is important that the σ used within a probabilistic seismic-
hazard assessment correctly captures the true variability in
the ground motion and that it is not unrealistically small
or large.

One cause of overestimated σ is that the independent
parameters (metadata), such as magnitude and distance,
are inaccurate. This would lead to a mapping of these uncer-
tainties into the computed σ. This has been proposed as a
possible reason for the common observation that ground mo-
tions from small earthquakes seem to be more variable than
those from large earthquakes. This is because metadata of
small earthquakes are likely to be poorer than those of large
earthquakes because national and international seismic net-
works have difficulty locating and quantifying the size of
small shocks (e.g., Youngs et al., 1995). The analyses con-
ducted here should provide estimates of σ largely free of con-
tributions from inaccurate metadata because the records used
all come from locations well covered by high-quality local
seismic networks. As an example, Jousset et al. (2011) re-
localized local earthquakes as part of a tomographic study
for the Hengill area. The locations reported by IMO (used
here) and Jousset et al. (2011) are generally within
0.5 km (horizontally) and within 1 km (vertically) of one an-
other. Tremors within geothermal reservoirs are probably
even more accurately located because of dense local arrays.

In addition, magnitudes were all carefully recomputed for
this study using a consistent method.

A comparison between the aleatory variabilities of vari-
ous recent GMPEs and those for the empirical model 1 is
shown in Figure 10. One clear difference between the vari-
abilities of recent GMPEs for moderate and large earthquakes
and model 1 and the mining-related GMPE of McGarr and
Fletcher (2005) is the strong period dependency of these
two models with a peak in σ for very short periods and a
rapid decrease as period increases. As shown in Figure 8,

Table 5
Corner Frequencies, Stress Drops, Moments, Magnitudes, and Locations of the

Analyzed Earthquakes

Event fc (Hz) Δσ (bar) M0 (N·m) Mw Northing (m) Easting (m) Depth (m)

18.07 6.02 3:91 × 1010 1.0 4519785 426892 1850
241 9.20 1.83 3:64 × 1011 1.6 4520998 425892 2450
253 8.53 5.05 1:56 × 1012 2.1 4521374 427104 2950
2843 15.20 4.48 4:49 × 1011 1.7 4521168 429309 3950
2845 12.67 10.90 6:49 × 1011 1.8 4521177 428311 2650
2855 9.60 5.40 7:03 × 1011 1.8 4521368 427709 1950
2884 10.13 1.58 3:78 × 1010 1.0 4519280 427379 1250
2910 11.04 8.05 9:94 × 1011 1.9 4516482 427858 2950
2958 15.27 7.26 2:10 × 1011 1.5 4520695 426493 2050
2977 10.17 2.53 4:68 × 1010 1.1 4519377 426986 1250
2981 14.20 0.70 5:18 × 109 0.4 4519284 426985 1250
2983 12.00 1.96 2:03 × 1010 0.8 4519376 427085 1150
2988 10.13 0.45 2:74 × 1010 0.9 4520213 424788 1950
2992 8.42 0.99 1:03 × 1011 1.3 4519777 427693 1750
6001 16.80 5.41 3:95 × 1010 1.0 4519673 426947 1600
6008 20.00 24.60 3:36 × 1011 1.6 4519770 428382 1950
6011 19.67 9.26 1:28 × 1011 1.3 4519922 427976 1570
6012 17.40 15.08 2:33 × 1011 1.5 4519625 428141 1800
6013 19.80 6.84 8:62 × 1010 1.2 4520220 427838 1600
6019 14.47 51.72 5:13 × 1011 1.7 4521625 427922 1190
6020 17.95 50.58 1:84 × 1011 1.5 4521403 427906 920
6023 14.20 14.99 5:40 × 1011 1.8 4519936 428496 1760

The first 14 rows indicate analyzed earthquakes from 1982 to 1984; the last 8 rows show those
from 2006.
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Figure 9. Comparisons of predicted ground motions by nine
stochastic GMPEs and empirical model 1 (corrected for site effects)
and observed PSA (0.1 s) and PSA (0.5 s) for data from Campi Fle-
grei. Median PSAs are plotted for the stochastic (solid light gray
lines) and empirical (dashed dark gray lines) models, and the
16th and 84th percentiles (dash-dotted dark gray lines) for the em-
pirical GMPEs.
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there is much variation in predictions from the derived
stochastic models at very short periods, which is being
mapped in empirical models into the aleatory variability
rather than being considered as epistemic uncertainty in
the values of Δσ, κ, and Q. In addition, the sigmas of these
two GMPEs are much higher than those of the other consid-
ered GMPEs. These observations can be related to much
higher (more than twice for PGA) between-event variabilities
(τ ). The within-event variabilities (ϕ) from all models are
comparable. This is despite the finding of Douglas and Jous-
set (2011) that variations in near-surface attenuation (charac-
terized by κ) lead to larger variations in high-frequency
ground motions from small earthquakes than they do in large
earthquakes due to the interaction between source-corner fre-
quency and attenuation. Such an effect would affect ϕ, which
could be an explanation for slightly higher values at short
periods for model 1. Although the reduction in ϕ from using
the site-corrected data is evident, this site correction leads to
higher τ (due to the reduction of the local attenuation, κ, to
that consistent with a hard-rock site). Because κ acts as a
low-pass filter, this reduction recovers a previously unseen
source variability.

Are the much higher τ values from the data analyzed
here realistic? Or should a different model for τ be developed
or adopted, such as one of the Next Generation Attenuation
(NGA) models (Abrahamson et al., 2008)? One reason for
much larger short-period τ is greater variability in Δσ; an-
other is variations in focal depth, which would have a
stronger effect for small shocks than for large events. Any

variation among records from a single station of induced
earthquakes of similar magnitudes in a well-constrained zone
is almost entirely due to differences in the source (e.g.,
mechanism and stress drop). Many records from Soultz
and Basel fall into this category. These data allow estimates
of this component of τ to be made. The τ computed here is
based on regression analysis of data from six different zones,
and future EGS sites will likely only be affected by a single
source, which should be less variable than multiple sources.
Therefore, zone-specific τ have been computed for Soultz
and Basel, which are well-defined induced seismicity
sources with sufficient data for robust statistics. These are
computed from the between-event residuals with respect
to model 1 for these two zones. These zone-specific τZS val-
ues are compared to the overall τ in Figure 11. τSoultz and
τBasel are much lower than the original τ and are also similar
to τ of previously published GMPEs (Fig. 10). This implies
that the high τ values obtained by regressing on data from six
zones is due in large part to the aleatory variability in the
earthquake sources between zones that should not be ac-
counted for in site-specific hazard assessments for EGS.
However, if this component of aleatory variability is removed
from the hazard assessment, then it requires that the episte-
mic uncertainty in the assessment of median ground motion
for the considered EGS be correctly accounted for (see
Derivation of Weights for Stochastic Models).

By studying many records from California, Atkinson
(2006) concludes that in the situation of a single station
recording earthquakes on a single fault, the associated
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variability of the ground motions (characterized in terms of
standard deviation) is about 60% of its value for many sites
recording earthquakes on various faults. Geothermal power
projects offer an ideal situation in which single-station,
single-source adjustments of σ could and should be made.
In areas of low and moderate seismicity (the case for most
current EGS projects; e.g., Soultz) the ground motions of in-
duced seismicity close to an EGS are likely to dominate those
from natural seismicity for high probabilities of exceedance
(short return periods) and hence the geothermal reservoir
could be considered as a single source. For regulatory and
production purposes, it is likely that a dense monitoring net-
work will be installed close to the EGS. Consequently, it
would be possible to characterize the local site conditions
and estimate the site-correction factors for locations affected
by the induced seismicity. Therefore, the aleatory variability
will be lower without a consequential increase in the episte-
mic uncertainty.

Single-station ϕ, (also called ϕSS;S by Rodriguez-Marek
et al., 2011) was computed using the approach of Atkinson
(2006) and model 1 (both data uncorrected and corrected for
site response) for all 62 stations recording 10 or more earth-
quakes in all considered zones. As previously found by
Atkinson (2006) and Rodriguez-Marek et al. (2011), ϕSS;S

varies considerably from one station to the next. The mean
single-station ϕ (ϕSS) is plotted on Figure 11 alongside the
estimate of this variability by Rodriguez-Marek et al. (2011)
for Japanese surface stations and the ϕ found for model 1. As
expected, the removal of variability coming from mixing

sites leads to a significant drop in ϕ and values of ϕSS similar
to those reported by Rodriguez-Marek et al. (2011). Stations
recording the induced seismicity at Soultz and Basel (that are
close to the ideal single-station, single-fault situation) do not
show lower values of ϕSS. Using these values of ϕSS for site-
specific hazard assessments requires that the epistemic un-
certainty in the estimation of the median-site correction
for considered locations be accounted for (see Derivation
of Weights for Stochastic Models). Ⓔ Table S3 of the elec-
tronic supplement provides the estimates of ϕSS, τSoultz, and
τBasel derived here.

Conclusions

This article has investigated ground motions generated
by induced earthquakes and those associated with EGSs in
particular. We sought to answer the question of whether
ground motions from induced earthquakes are significantly
different than those from natural earthquakes using various
statistical techniques. We developed stochastic models and
subsequently GMPEs to estimate earthquake shaking in terms
of PGA, PSA, and PGV that are valid fromMw 1 to 5. We also
developed a homogenized database of PSA and correspond-
ing metadata from several sites (Basel, Geysers, Hengill,
Roswinkel, Soultz, and Voerendaal). To account for varying
site conditions, a correction for site-specific amplification
and attenuation was applied to the data. We showed that this
resulted in a reduction in σ over the mid- to long-period
range but an increase in σ in the short-period range (i.e.,
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<0:1 s). This is because site attenuation effectively hides a
significant proportion of source variability for microearth-
quakes. As we brought the sites to a relatively hard-rock con-
dition (κ � 0:016 s), this source variability was reintroduced,
as seen in the increase in τ values. Clearly, subsequent correc-
tion to a suitable surface condition will tend to reduce this
uncertainty in high-frequency spectral ordinates as high damp-
ing is typically applied in the upper layers. Nevertheless, hard-
rock predictions are usually sought in order to predict bed-
rock-referenced ground motions for hazard assessments. This
high τ is, therefore, an important feature to consider. A further
observation was that source effects varied considerably from
region to region. Combining the regions to produce a common
τ leads to unrealistically high values. We infer that the high,
combined τ is due to the mapping of epistemic uncertainty
into the aleatory component. Strong variation in mean stress
drop was observed across the study regions, which is a likely
source of regional variability. However, in hazard assessments,
this should be treated as epistemic uncertainty, which may be
reduced in the case of sufficient observations. Restricting the
computation of τ to the region-specific case, we instead
observe uncertainty in ground-motion prediction due to var-
iations in stress drop, which may not be predicted. Our uncer-
tainty model is thus constructed using a combination of
sources. Epistemic uncertainty is covered by implementing
various prediction models, which may be weighted or elimi-
nated according to expert judgment or observations. Aleatory
variability is covered in terms of single-site, single-region σ,
which is comprised of ϕSS and single-region τ .

Given the significant site-to-site variability in geother-
mal events highlighted in this study, the application of a
unique empirical GMPE, as developed as part of this study,
would lead to bias, in addition to overestimation of ground-
motion variability at a specific site. Effectively, the site-
to-site variability (ϕ) includes a significant component of
epistemic uncertainty. Neglecting this component in any haz-
ard analysis would lead not only to bias, but also to the pos-
sibility of the residual misfit lying outside the predicted
uncertainty. Nevertheless, to a first approximation, in light
of no other seismological information, the use of the empiri-
cal GMPEs with total σ ensures that the possible range of
ground motions is covered.

On the other hand, given a database of site-specific
earthquake recordings, or the potential to update our knowl-
edge (reduce epistemic uncertainty) with time, we are
presented with the opportunity to better represent the
observed ground motions, possibly based on extrapolation
of physical parameters. To this end, a logic-tree approach
is commonly taken in order to account for epistemic uncer-
tainty in probabilistic seismic-hazard assessment, with
weights assigned related to the belief of the analyst that,
for example, a given ground-motion model is the correct
one. Given the range of the 36 stochastic ground-motion
models presented in this study, we can foresee that the
weighting of such models is (at least partially) determined
through either residual or likelihood analyses (Scherbaum

et al., 2009; Kale and Akkar, 2013). Alternatively, spectral
parameters (such asΔσ,Q, and κ) could be determined from
available data to better select relevant models. In this case,
the site-to-site component of variability should be appropri-
ately reduced (Rodriguez-Marek et al., 2011) because this is
accounted for through different stochastic models to cover
the epistemic uncertainty.

For applications of the stochastic GMPEs, we recom-
mend at first to consider the 36 different models to account
for epistemic uncertainty in the median with between-event
variability τ equal to the average of the values of τZS derived
for Soultz and Basel and within-event variability ϕ equal to
the values of ϕSS computed here. Also we recommend that
data recorded by local seismic networks (which will often be
installed as part of an EGS project) be used to subsequently
winnow and weight the stochastic GMPEs and potentially ad-
just the associated models for τ and ϕ, which are likely to be
site specific. However, the adjustment of these variabilities
requires a considerable number of records for stable esti-
mates to be made, as does the assessment of weights for
the GMPEs.

The GMPEs developed here could be used within prob-
abilistic seismic-hazard assessment accounting for induced
seismicity as performed, for example, by van Eck et al.
(2006) for induced seismicity related to gas extraction in the
Netherlands and by Convertito et al. (2012) for geothermally
induced seismicity at Geysers. In addition to being appli-
cable to ground motions associated with induced seismicity
from geothermal power production, the GMPEs presented
here may also be applicable for hazard assessments of geo-
logical carbon dioxide storage projects, which involve the
injection of high-pressure fluids into geological structures,
but their value for this situation has not yet been evaluated.

Data and Resources

The data from Basel were provided by Geo Explorers
Ltd, the Swiss Seismological Service, and the Landeserdbe-
bendienst Baden-Württemberg. Campi Flegrei data were pre-
processed in the framework of the coordination project,
“Integrated Seismic Methods Applied to the Investigations
of the Active Volcano Structure: An Application to the
Campi Flegrei Caldera,” launched by the Dipartimento della
Protezione Civile of the Istituto Nazionale di Geofisica e
Vulcanologia (INGV) during the 2000–2004 National Frame-
work Program, coordinated by the National Group of Vol-
canology (GNV) of INGV (see Capuano et al., 2006).
Waveforms from the Lawrence Berkeley National Labora-
tory Geysers/Calpine seismic network (BG) and the related
earthquake catalog have been retrieved from the publicly
accessible website of the Northern California Earthquake
Data Center (NCEDC, www.ncedc.org, last accessed May
2012). The data from Hengill were recorded by a temporary
network installed within the framework of the I-GET FP6
project (Jousset and François, 2006), which were provided
by Philippe Jousset. Data from Voerendaal and Roswinkel
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were recorded by the Seismology Division of the Koninklijk
Nederlands Meteorologisch Instituut. The data from Soultz
were recorded by a permanent network installed by École et
Observatoire des Sciences de la Terre (EOST) of the
University of Strasbourg and were provided by Michel Frog-
neux (EOST). Information on current geothermal projects
was obtained from the website of the International Geother-
mal Association (www.geothermal-energy.org, last accessed
December 2012).
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Abstract  28 

Understanding induced seismicity in a geothermal system can help to characterize extent and 29 

conditions of the reservoir, and to assess the potential seismic hazard associated with field operations. 30 

Here we summarize analyses of induced seismicity at The Geysers geothermal field in Northern 31 

California by analyzing data recorded from July 2007 through October 2011. We compiled a dataset of 32 

more than 15000 events with magnitudes between 1.0 and 4.5 and re-picked first-arrival times. Using 33 

the highest-quality picks, we determined a minimum 1-D velocity model, which is also used as an 34 

initial model for 3-D seismic tomography. The well-constrained 1-D P-velocity model shows a sharp 35 

velocity increase at 1-2 km depth (from 3 to 5 km/s) and then a gradient-like trend down to about 5 km 36 

depth, where velocities reach values of 6-7 km/s. The station corrections show coherent, relatively 37 

high, positive travel-time delays in the NW zone, thus indicating a strong lateral variation of the P-38 

wave velocities, which is further corroborated by the 3-D tomographic model. After probabilistic, non-39 

linear relocation of the events, the seismicity appears spatially diffused in a 15x10 km2 area elongated 40 

in NW-SE direction, with hypocentral depths between 0 and 6 km and generally deeper in the NW 41 

sector. The average vP/vS ratio is about 1.67, consistent with previous estimates for the same time 42 

period. To infer the present stress regime, we computed focal mechanisms from P-wave first-arrival 43 

polarities. The inferred fault-plane solutions show a dominant strike-slip and normal faulting 44 

mechanisms, with P and T axes coherently oriented as expected for the regional stress field. We also 45 

determined the seismic moments, source radii and stress drops using a multi-step, iterative inversion 46 

procedure of P-wave displacement spectra, assuming a four-parameters spectral model and a constant-47 

Q attenuation factor. We observe a self-similar scaling of the computed source parameters in the whole 48 

investigated magnitude range, with a nearly constant stress-drop of 20 and 120 MPa depending on the 49 

use of the Brune (1970) or Madariaga (1976) source model, respectively.  50 

Keywords: Induced seismicity, Source and medium properties, Geothermal areas, The Geysers. 51 
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1 Introduction 52 

1.1 Enhanced geothermal systems and induced seismicity 53 

Geothermal systems have the potential to provide a significant contribution to the world energy 54 

demand. These are naturally or artificially fractured hydrothermal systems, providing accessible 55 

sources to extract heat stored in subsurface rocks, which may be used directly for heating purposes or 56 

to generate electricity. The total resources and their availability tend to be restricted to certain areas, 57 

and the field development proceeds only where conditions are ideal for cost-efficient extraction. Such 58 

hydrothermal systems sometimes are difficult to locate and also run a high risk of not being 59 

commercially feasible, if their geological, physical and chemical characteristics are not favorable. In 60 

that case the underground heat source requires enhancement (e.g., Nielson et al., 2001). 61 

The reason for developing Enhanced Geothermal Systems (EGS) is two-fold: (1) to bring uneconomic 62 

hydrothermal systems into production by improving their underground conditions (hydraulic fracturing, 63 

reservoir stimulation); and (2) to engineer an underground condition that creates a new fracture 64 

network system, where injected fluids are heated by circulation through hot fractured rock at depth. 65 

The hot fluid or steam is then brought to the surface to deliver the captured heat for power conversion 66 

and other uses. The second approach expands the available heat resources significantly and reduces the 67 

uncertainty of exploitation costs.  68 

However, fluid injection, steam extraction, and reservoir stimulation in EGS lead to induced seismicity. 69 

Although only in rare cases induced events may be large enough to pose a hazard to population or 70 

installed facilities, on the other hand the microseismicity provides valuable information on the extent 71 

and properties of the reservoir (e.g., Eberhart-Phillips and Oppenheimer, 1984; Stark, 2003). Therefore, 72 

microseismic monitoring is important, both for mitigation of the unwanted effects of industrial 73 

operations and for the continuous assessment of reservoir conditions. The controversial issue of 74 

induced seismicity in EGS has attracted seismological research. Although induced seismicity has in fact 75 
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few adverse physical effects on operations or on surrounding communities, public concern over the 76 

amount and magnitude of seismicity associated with current and future EGS operations still remains. 77 

To better understand induced seismicity and the reservoirs in which it occurs, we applied a set of 78 

different seismological analyses to a high-quality seismic dataset collected at The Geysers geothermal 79 

field, located about 120 km north of San Francisco, California. 80 

 81 

1.2 Seismicity, data and equipment of The Geysers, California 82 

The Geysers is a vapor-dominated field with the top of the main steam reservoir at about 1-3 km below 83 

the surface. The field has been actively exploited since the 1960's and is now the most productive 84 

geothermal field in the world (Bertani, 2012). With increasing field development also the seismicity 85 

increased in the area (e.g., Majer et al., 2007, Majer and Peterson, 2007). As reported for example by 86 

Stark (2003), the dominant mechanism of induced seismicity generation at The Geysers EGS is the 87 

temperature contrast between the injected water and the hotter rock fracture surfaces.  88 

The Geysers area can be divided into two distinct seismicity source zones which are outlined by the 89 

dashed lines shown in Figure 1a and here named ZONE1 and ZONE2. The separation arguments are 90 

supported by Stark (2003), Beall and Wright (2010), and Beall et al. (2010). Some differences in the 91 

seismicity distribution were also noted by Eberhart-Phillips and Oppenheimer (1984). All the authors 92 

observed that the southeastern part of the Geysers reservoir is seismically less active than the 93 

northwestern where seismicity extends to greater depth. The differences were basically ascribed to a 94 

depth variation in the high-temperature (260–360° C) vapor-dominated reservoir. Specifically, Beall 95 

and Wright (2010) identified a net “M ≥ 4.0 dividing line ” which separates the whole area into two 96 

seismically different zones. In fact, the northwestern area (ZONE1) contains all the earthquakes having 97 

magnitude larger than 4.0, whereas the southeastern one (ZONE2) is characterized by lower magnitude 98 

events. Further supporting arguments were more recently brought by Convertito et al. (2012) who also 99 
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distinguished two different zones in the Geysers area from the analysis of the b-values of the 100 

Gutenberg-Richter relationship based on the Utsu (1992) test. 101 

Different temporary and long-term seismic networks have been deployed in The Geysers geothermal 102 

field during the last five decades to monitor the seismic activity. At present, local seismicity is 103 

monitored by the dense Lawrence Berkeley National Laboratory Geysers/Calpine (BG) surface seismic 104 

network and by some nearby stations of the Northern California Seismic Network (NCSN). The BG 105 

network consists of 32 three-component stations, 29 of which were used for the present study (red 106 

triangles in Figure 1a). The BG stations are distributed over an area of about 20x10 km2, covering the 107 

entire geothermal field. Each station was equipped with I/O Sensor SM-6 geophones with a natural 108 

frequency of 14 Hz. In Fall 2009 these instruments were replaced by Oyo GS-11D 4.5 Hz sensors. 109 

For the present studies we compiled a waveform database of 15476 events recorded at BG stations 110 

between 2007/07/24 and 2011/10/30, and associated to earthquakes in the catalog of the Northern 111 

California Earthquake Data Center (NCEDC). Figure 1b shows the magnitude-frequency distribution of 112 

events at The Geysers found in the NCEDC catalog (orange) versus the distribution of waveforms 113 

present in our database (blue), indicating that our analyses include all the events with magnitude larger 114 

than 1.2 in the studied period which was identified as the average minimum-magnitude of 115 

completeness by Convertito et al. (2012). Travel times as a function of the epicentral distance are 116 

shown in panel c of Figure 1 to illustrate the regional extent and number of arrival-time picks in our 117 

database. 118 

 119 

1.3 1-D starting P-wave velocity model 120 

To better constrain the earthquakes hypocentral locations and determine a reliable reference model for 121 

the 3-D seismic tomography, we preliminarily searched for the optimal 1-D P-wave velocity model for 122 

the studied area by inverting the first arrival times using the VELEST software (Kissling et al., 1994). 123 
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The inversion procedure was initially limited to a reduced number of data obtained from the whole 124 

data-base selecting only those events having at least five P arrival-time readings, an azimuthal gap 125 

smaller than 200°, a maximum location error (for both horizontal and vertical directions) of 2 km, and 126 

maximum Root Mean Square (RMS) travel-time residual of 0.038 s. The final data-set is thus 127 

composed of 14483 first P arrival-time readings, corresponding to 565 very well located seismic 128 

events. Time picking accuracy was estimated to be in the range 0.02-0.2 s. 129 

As starting models for the inversion procedure we selected different 1-D velocity models available in 130 

the literature for The Geyser area. These models (left panel in Figure 2) present a very broad range for 131 

the P-wave velocities, especially in the upper few first kilometers. Moreover, the number and the 132 

depths of the interfaces characterizing each model, strongly differ from each other probably reflecting 133 

different assumptions, tools, and data used in each study. 134 

For each starting velocity model, the convergence of the inversion procedure to a stable solution was 135 

obtained after 15-20 iterations and the retrieved final models (right panel in Figure 2) are all 136 

characterized by RMS values not larger than 0.0136 s. In order to account for the information carried 137 

by all the considered final models, an average velocity model (dashed black curve in the left panel of 138 

Figure 2) has been used as starting model for a further inversion step whose solution will represents our 139 

best 1-D velocity model (dashed black curve in the right panel of Figure 2). For the best model we 140 

obtained a final RMS value of the travel time residuals of 0.0135 s. 141 

 142 

1.4 VP/VS ratio, earthquake relocation, and focal mechanisms 143 

An optimal VP/VS ratio has been estimated in order to better constrain the earthquake relocation. To this 144 

aim, we selected a total of 1320 events recorded at least at 15 stations and with a minimum magnitude 145 

of 2. Moreover, we manually picked the first P- and S-wave arrival times obtaining in this way a high-146 

quality data-set. A weighting factor was assigned to the P- and S-phase readings according to the 147 
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estimated uncertainties. Specifically, we identified five different uncertainties intervals (lower than 148 

0.02s, 0.02-0.02s, 0.04-0.08s, 0.08-0.20s, and larger than 0.20s) at which we assigned a decreasing 149 

weighting factor. The final data-set consists of 31414 P- and 9752 S-wave arrival times, respectively.  150 

A first evaluation of an average VP/VS ratio has been performed by analyzing the modified Wadati 151 

diagram obtained by plotting the difference between the S-wave arrival-times (TSi-TSj) as a function of 152 

the P-wave arrival-time differences (TPi-TPj) for each couple (i, j) of stations (Chatalain, 1978). 153 

Assuming a homogeneous half-space, it can be easily shown that the travel-time differences should 154 

follow a straight line whose slope is equal to the VP/VS ratio of the half-space: 155 

( )SjSi
S

P
PjPi TT

v
vTT −=−    (1) 156 

By fitting the time-difference data, we estimated a VP/VS ratio of about 1.670 with a root mean square 157 

error of 0.002. 158 

Seismic events have been then relocated in the best 1-D velocity model (Figure 3). The seismicity 159 

appears spatially diffused in a 15x10 km2 area elongated in the NW-SE direction, with earthquakes 160 

depths ranging between 0 and 6 km. As pointed out in previous studies about The Geyser geothermal 161 

field (e.g., Eberhart‐Phillips and Oppenheimer, 1984; Stark, 2003), we also find that events occurring 162 

in the NW sector (ZONE1) are, on average, deeper than in the SE area (ZONE2) according the 163 

variation of the high-temperature zone (Stark, 2003). 164 

Moreover, we computed the focal mechanisms for the largest seismic events in our data-set (M > 3) 165 

using the P-wave first-arrival polarities and the FPFIT algorithm (Reasenberg and Oppenheimer, 1985). 166 

In accordance with previous studies (e.g., Eberhart-Phillips and  Oppenheimer, 1984; Mossop, 1998), 167 

the fault-plane solutions found here show a dominant strike-slip and normal faulting mechanisms, with 168 

P and T axes coherently oriented with respect to the expected regional tectonic regime in Northern 169 

California, associated with the relative motion between the North American and Pacific plates. 170 

  171 
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 172 

2 3-D P- and S-wave velocity models 173 

The 3-D P- and S-wave velocity models are obtained from the tomographic inversion of the first P- and 174 

S-wave arrival times described in the previous section. The inversion is performed by using an 175 

improved technique based on the accurate finite-difference travel time computation and a simultaneous 176 

inversion of both velocity models and earthquake locations (Latorre et al., 2004; Amoroso et al., 2012). 177 

The available stations and events distribution allowed us to investigate a volume of 30×25×6  km3 178 

which embeds the whole geothermal area. The model is parameterized by a nodal representation, 179 

described by a tridimensional grid in which the spacing is equal to 3×3×1 km3. The best 1-D velocity 180 

model and the retrieved Vp/Vs ration described in the previous section were used as starting model for 181 

the 3-D seismic tomographic inversion. The misfit function defined as the sum of the squared time 182 

delay, is a posteriori analyzed and it was found that the convergence is reached after 10 iterations. The 183 

final misfit value is equal to 0.1s with a reduction of about 50%. 184 

Figure 5 shows the P-wave velocity model at a set of horizontal slices corresponding to different depths 185 

(0, 1, 1.5 and 2  km). The images indicate the presence of a strong  variation of the seismic velocity 186 

along the NW-SE direction further confirming the presence of a high temperature reservoir whose top 187 

separates deep, injection-induce the seismicity from shallower seismic activity (Stark, 2003).  188 

By using the retrieved velocity models, we deduced VP/VS images. Figure 6 shows a map view of the 189 

VP/VS ratio at the same depths used to represent the P-wave velocity model shown in Figure 5. The 190 

VP/VS maps indicate a relevant anomaly in the NW area (ZONE1) which extends down to 3-4 km 191 

depth and is characterized by values larger than 2. This anomaly can be associated with a dense 192 

fractured/porous partially fluid-saturated rock volume (Ito et al., 1979) 193 

 194 

 195 
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3 Spectral analyses 196 

Following the study by Boatwright (1980), the displacement spectrum U(ω) can be described through 197 

the relation 198 
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where oΩ  is the low-frequency spectral level ( << cω ω ), that is related to seismic moment M0, cω  is 200 

the angular corner-frequency, that is related to source radius r, and γ is the high-frequency spectral fall-201 

off parameter, that in the present sutdy is assumed to vary in the range 1-3. The selection of source 202 

model which can differ from the standard ω-2 model may be justified by the fact that the triggering 203 

mechanism of the induced seismicty, that for The Geysers is ascribed to a temperature contrast can 204 

modify the spectral fall-off. The constant CS accounts for direct P-wave amplification due to a 205 

vertically varying velocity structure (Aki and Richards, 1980) while the exponential 







−

2
 exp

*tπ  206 

accounts for the anelastic body-wave attenuation along the travel path, being t* the attenuation 207 

parameter which depends on the travel-time T and the quality factor Q (t*=T/Q). 208 

 209 

3.1 Anelastic attenuation 210 

Induced seismicity is generally characterized by low-to-moderate magnitude earthquakes. Particularly 211 

for the relatively low magnitude events (ML<1.5) we expect that the corner frequency is above the 212 

available frequency range that in the present analysis is 6-20 Hz. Thus, for those earthquakes the only 213 

parameter that can be estimated are t* and the seismic moment M0. To this aim, we use a technique 214 

which infers the intercept and slope of the logarithm of the displacement spectrum for frequencies 215 

smaller than the expected corner-frequency. Indeed, from equation (2), given a source i and a station j, 216 

the displacement spectrum at frequencies smaller than the corner-frequency on a log-log scale can be 217 



10 
 

written as 218 

logΩ𝑖𝑗(ω < 𝜔𝑐) = log�Ω𝑜𝑖 � −
𝜔𝑡𝑖𝑗∗

2
 

where Ω0 is the low-frequency spectral level which is proportional to seismic moment M0. 219 

In a first approximation, we assumed the attenuation parameter t* independent on the frequency. Given 220 

a set of M microearthquakes and N recording stations, one has to solve the NxM system of linear 221 

equations (3) to determine the M values of Ω0 and NxM values of t*. Due to the expected degree of 222 

sparseness of the matrix, we adopted a trial-and-error method where the value of Ω0 for a given 223 

earthquake is determined by exploring a range of values around an initial guess inferred from the local 224 

magnitude which for the dataset analyzed in the present study is reported in Northern California 225 

Earthquake Data Center (NCEDC) catalog.  226 

For this analysis we inverted the P-wave displacement spectra of about 700 earthquakes and applied the 227 

non-linear Levenberg-Marquardt least-square algorithm (Marquardt, 1963), implemented in the 228 

software package GNUPLOT (Janert, 2009), for curve fitting and parameters estimation. We estimated 229 

an average t* value of (0.029 ± 0.012) s. 230 

Moreover, we analyzed the station residuals of P-travel time and the P-attenuation characteristic time 231 

t*, comparing them to the single-station VP/VS ratio (Figure 7) as function of the distance along the 232 

profile NW-SE oriented shown in Figure 1. Specifically, the VP/VS ratio at each single station has been 233 

obtained as the average value of the difference between S- and P-wave arrival times divided by the P-234 

wave travel-time for all the events recorded at that station (e.g., Wadati, 1933).   235 

The three quantities show relatively high values in the ZONE1 as compared to ZONE2 confirming 236 

once again the differences between the NW and SE areas already pointed out from earthquake 237 

locations, P- and VP/VS seismic tomography images. 238 

 239 

3.2 Source parameter and scaling relationship 240 
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We use a frequency-domain parametric approach to estimate the seismic moment M0, the corner-241 

frequency fc, and the high-frequency spectral fall-off parameter γ from P-wave micro-earthquakes 242 

displacement spectra. For the spectral analysis, we have chosen magnitude-dependent frequency band 243 

limits, by extending it at higher frequencies for the analysis of the smallest events. To account for noise 244 

content, the signal-to-noise ratio (S/N) retrieved in the considered frequency-bands, is used as a 245 

weighting factor in the inversion procedure. The recorded signals have been preliminarily corrected for 246 

the overall instrument response curves, considering for each station its specific seismic sensor type and 247 

data-logger transfer function. 248 

By setting in the spectral model (2) the average t* value obtained for smallest earthquakes (<t*> = 249 

0.029 s), the P-wave displacement spectra are inverted to obtain the refined estimations for the source 250 

parameters (Mo, fc) for about 2400 earthquakes with magnitude ranging between 0.7 and 4.5. 251 

In Figure 8 the corner-frequency, static stress-drop, and source radius are plotted as a function of the 252 

seismic moment (panels a, b, and c, respectively). In particular, the source radius is estimated from the 253 

corner frequency assuming the Madariaga (1976) model. The seismic moment ranges between 2.8·1011 254 

and 2.3·1016 Nm, while the corner frequency varies in the interval [0.7-143.6] Hz. The seismic moment 255 

and circular fault radius are then used to estimate the static stress-drop (Keilis-Borok, 1959). We 256 

observe a self similarity scaling-law with constant Madariaga’s stress drop of about 64 MPa, which 257 

corresponds to a Brune's stress drop of about 12 MPa. 258 

In Figure 9a the spatial variation of stress-drop, moving from ZONE1 to ZONE 2 along the NW-SE 259 

direction, is shown. It is clear that the highest values of stress-drop are observed in the ZONE1. 260 

On the other hand, Figure 9b shows the variation of the static stress-drop with depth for the two 261 

different zones. Each point in plot has been obtained by averaging the data grouped in 0.5km depth 262 

bins. We observe that the static stress-drop increases with depth in both zones, remaining higher in 263 

ZONE1. This feature was also noted by Sharma et al. (2013) by analyzing peak-ground motion 264 
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parameters in the same area and for the same period and can be a supporting argument for the observed 265 

larger magnitude event occurrence in the ZONE1.  266 

 267 

 268 

4 Discussion and Conclusions 269 

Our studies on subsurface properties and induced seismicity at The Geysers confirm and refine the 270 

subdivision of the geothermal field into two distinct zones (ZONE1 and ZONE2) exhibiting 271 

significantly different medium and seismic source properties. The difference is corroborated by the 272 

results obtained from the 3-D seismic tomography and the VP/Vs ratio images, from the analysis at 273 

each station of the P-wave travel time residuals, VP/Vs ratio, and the anelastic attenuation. The VP/VS 274 

values retrieved from the 3D analysis are larger than 2.0, particularly for the northwestern sector, which 275 

is a clear indication of a fractured, fluid-saturated  rock crustal volume.  276 

A constant stress-drop scaling of source parameters is observed over about four orders of magnitude of 277 

variation of seismic moment. The median value of Madariaga static stress drop is relatively high, about 278 

64 MPa, which corresponds to Brune's stress drop of about 12 Mpa. This confirms that stress-drop of 279 

induced micro-fractures in geothermal areas are relatively high and comparable to the values observed 280 

for natural earthquakes recorded in tectonically active areas. We could also demonstrate a clear spatial 281 

variation of stress-drop moving from ZONE1 to ZONE2 along the NW-SE direction with the higher 282 

values observed in the latter area. This can explain the difference in the seismogenic potential among 283 

the two zone and in particular the observation proposed by Beall and Wright (2010) concerning the 284 

occurrence of the larger event (M≥4) in the ZONE1.  285 

We interpret the relatively high stress-drop values as associated with the dominant fluid fault-286 

lubrication effect which strongly reduce the friction level during microfractures. 287 

We observe a difference in the depths distribution of the induced earthquakes occurring in the two 288 
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zones. In particular, ZONE1 is characterized by a peak of the seismicity at depths ranging between 2 289 

and 3 km while in ZONE2 the peak is at about 2 km. This feature is correlated with a known difference 290 

in the depth of the reservoir which is deeper in the ZONE1 with respect to ZONE2 (e.g., Beall and 291 

Wright, 2010). The additional interesting result obtained in the present study concerns the inferred 292 

variation of the static stress-drop as function of the depth. In particular, we observe a quite linear 293 

increasing of the static stress-drop up to 3.0 for both the two areas. However, deeper part of the ZONE1 294 

features larger values (up to 250MPa) with respect to ZONE2 and, as consequence, could originate 295 

larger events. 296 

Fault-plane solutions for a selected number of earthquakes having magnitude larger than 3, show a 297 

dominant strike-slip and normal faulting mechanisms, characterized by P and T axes coherently 298 

oriented as expected for the regional stress field. 299 

  300 
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Figures Captions 434 

 435 

Figure 1. (a) Induced seismicity map at The Geysers (green circles). The red triangles indicate the 436 

seismic stations of the Lawrence Berkeley National Laboratory (LBNL) Geysers/Calpine seismic 437 

network used in this study. Yellow triangles correspond to the injection wells. The dashed lines outline 438 

the two seismic source zones (ZONE1 and ZONE2). Black line roughly oriented NW-SE identifies the 439 

profile adopted for figure 7. (b)  Magnitude-frequency distribution of events at The Geysers as found 440 

from the NCEDC catalog (orange) versus the distribution of waveforms in ourdatabase (blue), 441 

indicating that our analyses include all events with magnitude larger than 1.2 in the studied period. (c) 442 

Travel-times versus epicentral distances to illustrate the regional extent of data and number of arrival 443 

time picks in our database. 444 

 445 

Figure 2. 1-D P-wave velocity models available from the literature for the investigated area and used 446 

as starting models for the inversion procedure (a) and final velocity models retrieved using the 447 

VELEST code (b) are shown in different colors. Dashed line in panel (a) corresponds to the average 448 

final model used to infer the best 1-D velocity model (dashed line in panel b). RMS value in seconds 449 

are also provided for each model in the panel b). Model 1: Ross et al. (1999); model 2: Eberhart-450 

Phillips and Oppenheimer (1984); model 3: Eberhart-Phillips (1986); model 4: Calnet model, available 451 

in Eberhart-Phillips and Oppenheimer (1984); model 5: Warren, D. H. (1981). 452 

 453 

Figure 3. Map view of the relocated epicenters (top, red dots) and E-W vertical section of the 454 

seismicity and histogram of the events as function of depth (bottom). Triangles indicate the seismic 455 

stations of the Lawrence Berkeley National Laboratory (LBNL) Geysers/Calpine seismic network used 456 

in this study. 457 
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 458 

Figure 4. Focal mechanisms for earthquake with magnitude larger than 3, obtained using the first P-459 

wave polarities. Different colors correspond to the earthquakes depths according to color-scale shown. 460 

Triangles indicate the seismic stations of the Lawrence Berkeley National Laboratory (LBNL) 461 

Geysers/Calpine seismic network used in this study. 462 

 463 

Figure 5. Map view of P-wave velocity model at  0, 1, 1.5 and 2 km depth from 3-D travel-time 464 

tomography. Regions not covered by ray-paths are in grey. The seismic stations of the Lawrence 465 

Berkeley National Laboratory (LBNL) Geysers/Calpine seismic network, are shown at the 0 km depth 466 

layer as open triangles while black dots in all panels represent the earthquakes locations.  467 

 468 

Figure 6. Map view showing the VP/VS ratio inferred from the 3-D tomography, at 0, 1, 1.5 and 2 km 469 

depth. Convention are similar to Figure 5. 470 

 471 

Figure 7. Spatial variation along a NW-SE profile (see Figure 1) of the single station VP/VS (top), and 472 

station residuals for P-wave travel-times (middle) and P-wave attenuation parameter t* (bottom). 473 

Dashed lines outline the boundary between the two seismic source zones (ZONE 1 on the left and 474 

ZONE2 on the right). Staions codes are reported in all panels. 475 

 476 

Figure 8. Corner-frequency, static stress-drop (according to the Madariaga, 1976, source model) and 477 

source radius are reported as a function of the seismic moment in the left, middle, and right panels, 478 

respectively. Error bars are also shown in grey. The red line in the middle panel corresponds to the 479 

median value of the Madariaga’ static stress-drop (64 MPa). In each panel, dashed lines outline the 480 

constant stress-drop values expressed in MPa. 481 



20 
 

 482 

Figure 9: (a). Spatial distribution of the static stress-drop values for the analyzed events. Circles 483 

corresponds to the earthquake epicenters and their color is proportional to the stress-drop according to 484 

the color-scale in the figure. (b). Static stress-drop versus depth for the analyzed earthquakes, distinct 485 

for ZONE1 (black line) and ZONE2 (grey line). (c). Distribution of hypocentral depths for the ZONE1 486 

(black line) and ZONE2 (grey line). 487 
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