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Introduction 

Due to their potential applications in the development of integrated circuits for large-area, flexible, 

and ultralow-cost electronics, polycrystalline organic thin-film transistors (OTFTs) have been the 

subject of growing scientific and technological interest [1, 2, 3, 4, 5, 6, 7, 8, 9] over the past two 

decades. Today, OTFT performances have been immensely improved since these devices were 

demonstrated for the first time in 1986 by Tsumura and co-worker [10] and record charge mobility 

values exceeding 10 cm2 V-1 s-1 have been achieved.  

However, despite these really remarkable advancements, further obstacles need to be still overcome 

to get the full potential of OTFTs in real applications.  

In this regard, it is widely recognized that the OTFT electrical response is strongly affected by the 

charge transport quality taking place across and along the interfaces separating the main device 

components (i.e. electrodes, organic channel, gate dielectric). In particular, the charge injection 

process, being mainly related to the energy level alignment at the electrode/organic interface, can 

strongly compromise the device behavior with the presence of not negligible contact resistance 

effects. At the same time, a crucial role is also played by the interface between the dielectric barrier 

and the organic channel, where the charge motion occurs only in a very thin (few nanometers) 

region. More specifically, the chemical and physical properties of the dielectric/organic interface 

are known to be the main responsible for the presence of charge trapping processes limiting the 

carrier mobility and giving rise contemporarily to hysteresis and bias-stress effects. Although these 

considerations can be applied to any OTFT structure, the above mentioned interface phenomena 

appear even more critical and needed to be deeply investigated for n-channel devices (i.e. electron 

transporting materials) which have been developed with a delay of almost 20 years in comparison 

with the p-type counterparts. 
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Starting from this scenario, the main aim of this PhD thesis was the investigation of electronic 

effects taking place at the functional interfaces (i.e. organic/dielectric and organic/metal) of n-type 

OTFTs. 

In particular, the attention was focused on transistors based on N,N�-bis(n- ctyl)-

x:y,dicyanoperylene-3,4:9,10-bis(dicarboximide), PDI-8CN2, as organic semiconductor, SiO2, as 

dielectric gate and Gold as metal for the electrodes. PDI-8CN2 is a perylene di-imide derivative 

characterized by the presence of two cyano (CN) groups directly bound to the aromatic core and 

alkyl chains as substituents on the imide N atoms. The strong electron-withdrawing character of CN 

groups has been proved to lower the LUMO energy level (down to -4.3eV) with respect to vacuum, 

thus improving the charge transport under ambient conditions of this compound.  

Nowadays, indeed, PDI-8CN2 is considered one of the most appealing n-type organic 

semiconductors thanks to its ability to combine high charge mobility (up to 0.1 cm2 V-1 s-1), good 

electrical stability in air and solution processability [11, 12, 13, 14].  

Although significant research efforts have been devoted to the investigation of the morphological 

and structural properties of PDI-8CN2 thin films deposited both by evaporation and solution 

techniques, at the state-of-the-art there is a very poor knowledge about the phenomena arising at 

PDI-8CN2/SiO2 and PDI-8CN2/gold interfaces. 

To carry out this work, several complementary high-resolution techniques have been used. 

Concerning the PDI-8CN2/SiO2 system, thin film transistors have been fabricated at the Department 

of Physics of the University �Federico� II and at the Institute of Research CNR- Spin in Naples. 

Electron trapping mechanisms and charge density redistribution at the PDI-8CN2/SiO2 interface 

have been investigated by means of both electrical transport measurements (Bias Stress (BS) effect 

analysis) and optical spectroscopy techniques (Polarization Resolved Second Harmonic Generation 

(PR-SHG), Photoluminescence (PL) and Excitation-Resolved Photoluminescence (PLE) 

spectroscopy). Thin film morphology and crystal structure, instead, have been studied by Atomic 

Force Microscopy (AFM) and X-Ray Diffraction (XRD) analyses.     
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The electronic phenomena occurring at the PDI-8CN2/Au interface have been deeply analyzed 

using photoemission spectroscopy (PES) and near edge X-ray absorption fine structure (NEXAFS) 

spectroscopy experiments. These experiments have been carried out at the Institute of Physical and 

Theoretical Chemistry of the University of Tübingen and at the third-generation synchrotron 

radiation source Bessy II in Berlin.  

In Chapter 1, OTFT applications and working basic principles are introduced. Moreover, a short 

description of recent achievements in the field of n-type organic materials is given.  

The main physical and chemical processes occurring in general at organic/metal and 

organic/dielectric interfaces are discussed in Chapter 2. Physisorption and chemisorption 

mechanisms are described and the effects of interface interactions on charge density distribution 

and orientation of the organic molecules at metal surface are presented. Moreover, the influence of 

the surface and bulk properties of the dielectric on the OTFT response is also considered. 

Chapter 3 deals with the results obtained investigating charge transport and trapping mechanisms in 

PDI-8CN2 thin film transistors, deposited on bare and HMDS-functionalized SiO2 substrates. After 

analyzing the film morphological features by AFM, the influence of SiO2 surface treatments on 

transistor electrical properties is explored by measuring basic current-voltage characteristics and 

performing bias stress experiments. To explain the experimental data, a model relying on the 

interplay among different chemical species present at PDI-8CN2/SiO2 is proposed. 

To get more information on charge density redistribution and trap states localized at PDI-

8CN2/SiO2 interface, optical spectroscopy measurements are discussed in Chapter 4. Optical 

transition levels and near band-edge states in PDI-8CN2 thin films with different thickness are 

investigated by PL and PLE analysis. Dependence of SHG susceptibility on the film thickness and 

the SiO2 surface functionalization is considered and a model based on Debye-Huckel screening built 

in electric field is argued to explain the peculiar SHG signal behaviour.  

The findings achieved studying PDI-8CN2/Au interface are described in Chapter 5. After reviewing 

the basic concepts on PES and NEXAFS techniques, investigation of the PDI-8CN2 growth 
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mechanisms on the gold (Au (111) single crystal) surface by means of AFM and XPS analyses is 

discussed. Then, information about intermolecular and interface interactions between PDI-8CN2

molecules and gold, delivered by a detailed analysis of thickness-dependent and excitation photon 

energy XPS experiments, are presented. Finally, thickness dependent molecular reorientation, 

deduced by NEXAFS analysis is explored. 
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Chapter 1 

Organic transistors and n-type organic 

semiconductors  

Over the last ten years, organic field effect transistors (OFETs) have become an emerging 

technology enabling electronic functionalities to be integrated on flexible, plastic substrates for a 

range of applications. Commercialization of organic FET-based active matrix backplanes on plastic 

substrates in flexible, robust, lightweight displays for electronic reading applications is close to 

being achieved. Impressive advancement has been made in OFET-driven liquid-crystal displays 

(LCD) and organic light-emitting diode (OLED) displays. Production of logic circuits based on 

OFETs for applications in radiofrequency identification tagging (RFID) and chemical or biological 

sensing has also made big progress. This rapid move towards real-world applications has been made 

possible thanks to broad, interdisciplinary research efforts focused on deeper understanding of the 

materials, processing and device-architecture requirements to improve transistor performances.   

In this chapter the basic working principles and the charge transport features in OFETs are 

introduced. Moreover, some of the recent develops in molecular design of n-type organic 

semiconductors for OFET applications are presented too. 

1.2 Organic Thin-Film Transistors (OTFTs) 

An Organic thin film transistor (OTFT) is a three-terminal device where an organic semiconducting 

film, working as charge-transporting channel, is put in direct contact with two electrodes (source 

and drain) and is capacitively coupled to the third electrode (Gate) trough an insulating barrier (gate 

insulator). The source and drain electrodes are usually made of high-work function metals as gold 
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(also Ag and Pt) [1, 2, 3], while various metals or conducting polymers can be employed for the 

gate electrode. Alternatively, when a SiO2 barrier is chosen as insulator, a highly-doped silicon (Si
++

) 

thick layer is conveniently used as substrate and gate electrode at once.  

As shown in Figure 1.1, three main device configurations can be achieved by differently combining 

the basic components (electrodes, channel and insulator). Specifically, the device structure in which 

source and drain contacts are pre-patterned on the gate insulator and the organic material is 

deposited on their top is known as the bottom contact/bottom gate (BC/BG) geometry. On the 

contrary, in top contact/bottom gate (TC/BG) configuration the organic layer is deposited first on 

the gate insulator, while the source and drain contact realization is the last step. Finally, in the 

bottom contact/top gate (BC/TG) structure, the gate insulator is deposited on the organic channel 

and the device fabrication is completed with the gate electrode [4].  

During the OTFT operation, the source electrode is normally grounded (Vs = 0), while voltage 

signals can be applied to the gate (Vg) and drain (Vds) electrodes. For very pure organic 

semiconductors, essentially no free charge-carriers are available at the thermodynamic equilibrium 

and the channel conductivity turns out to be extremely low. This means that at moderate Vds and

when no Vg is applied, only a minimal current (Id) between source and drain electrodes is measured 

(device in �off� state). When a positive (negative) Vg is applied, electrons (holes) can be injected 

from the grounded source electrode towards the semiconductor/dielectric interface. In this operation 

condition (termed accumulation mode), the source-drain current can be considerably increased upon 

the application of a Vds voltage and the device gets the �on� state [5].  

In contrast to the above ideal description, in many real devices the operation at Vg = 0 V is strongly 

influenced by the action of charge trapping or doping mechanisms. In particular, energy states 

located in the semiconductor band-gap can immobilize (trapping) the charge carriers and they have 

to be completely filled before the additionally-induced charges are really able to be mobile. 
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Figure 1.1 Common filed-effect transistor configurations: a) bottom contact, bottom gate, b) top contact, 

bottom gate c) bottom contact, top gate. 

Hence, not all induced charges will contribute to the Id current in a field-effect transistor and this 

implies that the applied Vg has to be higher than a threshold voltage Vth (with the same polarity of 

Vg ) to switch the device on. On the other hand, depending on the specific device, unwanted doping 

species active in the organic channel and/or interface dipoles can create an internal potential at the 

interface, so that, at least partially, the charge accumulation process is achieved even when Vg = 0. 

In this condition, Vth has usually the opposite polarity of Vg voltages driving the device in the full 

accumulation mode [6, 7, 8, 9].  

To characterize the DC electrical response of an OTFT, output curves (i.e. Id versus Vds for different 

Vg) and transfer-characteristics (i.e. Id versus Vg for different Vds ) are commonly measured. Using 

the expressions derived for the Metal-Oxide-Semiconductor Field-Effect Transistors (MOSFET), 

which rely on the assumption the electrical behavior of the interfaces between contacts and 

semiconducting channel is perfectly ohmic, [10], the OTFT drain current can be described by Eq. 

(1.1): 

(1.1) 

where W and L are the width and the length of the channel, respectively, � is the charge mobility 

and Ci is the capacitance per unit area of the gate dielectric. In the linear regime, where Vds << Vg, 

the Eq. 1.1 can be simplified to: 

( ) 2

d i g th ds ds

1

2

W
I C V V V V

L
µ

� �
= − −� �� �

a) b) c) ������ ������ ������
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(1.2) 

In this condition, the accumulated carrier density is constant all along the channel from source to 

the drain contact and Ids is proportional to Vds. Instead, when Vds becomes equal to (Vg-Vth), the 

charge density in the accumulation layer is no longer uniform and it decreases continuously to zero 

moving away from the source to the drain electrode where the channel is �pinched off�. If Vds is 

further increased, the region of free charge depletion near the drain extends [6], thus implying that 

Id gets a constant Vds-independent value (Ids,sat). A transistor operating with Vds >> |Vg � Vth| is said 

to operate in the saturation regime and a specific expression for Ids,sat can be achieved from Eq. 1.1 

by substituting Vds with Vg-Vth: 

(1.3) 

The mobility �lin in the linear regime can be extracted from the Eq. 1.2 by taking the first derivative 

of the Id with respect to Vg at constant Vds:  

(1.4) 

Similarly, in the saturation regime, �sat can be evaluated from Eq. 1.3 as: 

(1.5) 

Figure 1.2 shows typical output characteristics (on the left) and a transfer curve (on the right), 

respectively. In the output characteristics, the linear regime at low Vds and the saturation regime at 

high Vds are clearly visible. The threshold voltage Vth is usually obtained extrapolating to zero the fit 

of the transfer curve measured in the linear regime. It is noteworthy to outline that Vth voltages 

strongly depend on the specific device structure and in particular on the combination between 

dielectric and semiconductor.  

( )d i g th dslin

W
I C V V V

L
µ= −

( )
2

ds,sat i g th
2

sat

W
I C V V

L
µ= −

.ds
lin

i ds g

IL

WC V V
µ

∂
=

∂

2

,
2

ds sat

sat

i g

IL

WC V
µ

� �∂
	 
=
	 
∂
� �
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Figure 1.2 Example of current-voltage characteristics of an n-channel organic field effect transistor: on the 

left, output characteristics indicating the linear and saturation regimes; on the right , transfer characteristic 

indicating the threshold-voltage Vth.

Nowadays, significant advances in organic synthesis have made possible the achievement of p-type 

(hole-transporting) OTFT displaying very high mobility values (up to to 43 cm
2 

V
-1

 s
-1

 and to 10.5 

cm
2 

V
-1

 s
-1 

for C8-BTBT [11] and DPP-DTT [12]). Despite these results demonstrate significantly 

that further potential can be realized by organic materials, a full understanding of the charge 

transport mechanisms in organic semiconductors is still lacking . While in highly-ordered molecular 

crystals, such as Rubrene, Tetracene and Pentacene, carrier mobility generally increases with 

decreasing temperature, suggesting band-like transport in delocalized states[13, 14], in thin-film 

samples charge �hopping� prevails as main transport mechanism providing a thermally-activated 

mobility behavior (µ increases at rising temperatures) [15, 16, 17]. Since grain boundaries and other 

defects strongly affect the charge transport properties, the film structural quality plays a key role in 

achieving high mobility values. In this regard, interesting results were achieved by Rivnay et al., 

who showed that it is possible to modulate carrier mobility by approximately two orders of 

magnitude controlling grain boundary orientation in PDI-8CN2 thin films [18]. Another essential 

factor in improving charge transport properties is the orientation of the organic molecules. Indeed, it 

has been widely demonstrated that, to obtain films with improved electrical performances, the 

organic molecules should assemble in such a way that the conjugation plane (i.e. the plane where 

the main intermolecular �-� stacking takes place) is parallel to the dielectric surface. 
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Since the charge transport in OTFT is confined in a thin interfacial region between the gate 

dielectric and the semiconductor, the properties of this interface have obviously a huge influence on 

the device final response. In particular, the interplay between insulator and organic material is 

complex and its effects on the charge transport are not only related to the film morphology. 

Chemical species present on the dielectric surface, for example, can strongly interact with the free 

charge carriers lowering their mobility.  

In this regard, many processing strategies in the OTFT fabrication have been proposed in the past in 

order to reduce the degree of chemical and physical interactions between the semiconductor and the 

dielectric through the introduction of surface treatments based on self-assembled monolayers 

(SAMs) [8, 19, 20, 21, 22] or the use of non-polar insulators [23, 24] (see Chapter 2).  

Another physical parameter playing a crucial role in improving OTFT response is the charge 

injection barrier height, which corresponds to the energy difference between the electrode Fermi 

level (EF) and organic transport levels. For organic small molecules, these levels are the lowest 

unoccupied molecular orbital (LUMO) and the highest molecular orbital (HOMO), which 

conceptually correspond to the minimum energy level of the conduction band and the maximum 

energy level of the valence band for the inorganic semiconductors, respectively. Indeed, as we 

previously mentioned, in OTFTs charges must be injected from electrodes into the organic channel: 

that means, for p-channel transistors, injection of holes into the HOMO level and, for n-channel 

transistors, injection of electrons into the LUMO. In this scenario, an effective charge injection 

process with resulting ohmic contacts can be obtained only if the work function of the injecting 

metal (�) is made sufficiently close to the HOMO or the LUMO level of the semiconductor (see 

Figure 1.3). To this purpose, good results have been obtained by inserting strong electron acceptor 

and donor molecules between electrodes and semiconductor [25] or functionalizing the electrodes 

with specialized SAMs [26, 27] . 
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1.3 n-type semiconductor for OTFTs 

The search for high-performance environmentally-stable n-type organic materials has been a 

challenging task for long time [28]. The first observation of n-channel OTFTs was reported by 

Guillaud et al. in 1990 [29, 30]. Ever since, the performance of n-type OTFTs has improved 

remarkably and mobility values higher than 1.0 cm
2
V

-1
s

-1
 have been achieved [31, 32, 33, 34]. 

However, in comparison with their p-type counterparts, still today few n-type organic 

semiconductors are able to combine contemporarily high electron mobility and adequate stability 

under ambient conditions. For the real development of complex organic complementary circuits, 

with improved electrical performances in terms of power consumption and noise rejection, the 

availability of n-type materials is strictly required [4].  

In addition to the LUMO and the HOMO level positions, other two important parameters for 

organic semiconductors are the ionization energy IE and the electron affinity EA. IE is the energy 

needed to move an electron from the neutral molecule HOMO level to the vacuum level, whereas 

EA is the energy gained upon addition of an electron to the LUMO level from the vacuum level [35] 

(see Figure 1.3). To get a material with a robust n-type character, an high EA value is essential. 

Indeed, in this way, it is possible to facilitate the injection of electrons from stable high-work 

function (ϕ) metals like gold (ϕ  ∼ 5.2 eV). To this aim, it was demonstrated that organic molecules 

with LUMO level around 4.0 eV can work effectively as n-type compounds in combination with 

gold electrodes [29, 4]. Furthermore, a low-lying LUMO level is important also to improve the 

electrical stability in air, preventing the electrons from being easily trapped by ambient gases such 

as H2O or O2 [36].  

Nowadys, Perylene Diimides (PDIs) are among the most promising n-type organic semiconductors 

for transistor applications. These organic molecules can exhibit relatively large electron affinities 

(LUMO down to -4.5eV), high electron mobilities and excellent chemical and thermal stabilities. 
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They are electron deficient due to the substitution of an aromatic core with two sets of strong 

electron-withdrawing carboxylic imide rings [37]. 

Figure 1.3 Schematic representation of the energy level alignment at interface between metal and organic 

semiconductor. EVAC is the vacuum level. � and EF are the work function and the Fermi level of the metal, 

respectively. LUMO is the lowest unoccupied molecular orbital and HOMO is the highest molecular orbital 

of the organic material. IE and EA are the ionization energy and the electron affinity of the organic 

molecule, respectively. 

Figure 1.4 shows the chemical structures of some semiconducting PDIs. For the realization of 

organic transistors, considerable attention has been focused in particular on PDIs with N-substituted 

alkyl chains CxH2x+1. Compound 1a with C8H17 alkyl side chains is one of the most studied n-type 

organic semiconductors [33, 38, 39], being able to exhibit mobility values of 1.7 cm
2
V

-1
s

-1
 in 

vacuum [33] and between 0.36 cm
2
V

-1
s

-1
 and 0.67 cm

2
V

-1
s

-1
 in ambient conditions [39]. Another 

well-known n-type compound is 1b with C13H27 alkyl chains, [40, 41, 42, 43] displaying mobilities 

of about 0.6 cm
2
V

-1
s

-1
 in devices with Chromium source and drain electrodes [41].  

1,7-Dicyano PDIs (1c,1d) have been identified as very promising air stable n-type organic 

semiconductors thanks to their very low LUMO levels related to the introduction of the strong 

electron-withdrawing cyano groups (CN) as substituents in the aromatic core [29]. In particular, 1c 

(PDI-8CN2) is one of the most widely used PDI organic semiconductors. For example, Facchetti 

and co-workers demonstrated solution-processed OTFTs showing mobility of ~ 0.08 cm
2
V

-1
s

-1
 [44] 

and also CMOS inverters based on 1c (as n-channel transistors ) and on poly-3-hexylthiophene 
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(P3HT) (as p-channel transistors) [45]. Ink-jet printed 1c OFETs were also reported with mobility 

up to 0.056 cm
2
V

-1
s

-1
 [46].  

These results, in combination with other studies focalized on PDI-8CN2 films grown by evaporation 

techniques confirm the great potentiality of this material to fabricate organic devices with improved 

performances. Thanks to its high mobility and its optimal stability, 1d (PDI-FCN2) is one of the 

most successful PDI based n-type semiconductors. In addition to a low LUMO level (-4.5 eV), the 

dense packed cores and fluoroalkyl chains in PDI-FCN2 films, which can hinder the oxygen 

penetration, make this material extremely stable. 

Figure 1.4 Chemical structure of some perylene diimide based small molecules.

Solution-processed highly crystalline films of 1d yielded carrier mobility value of 1.3 cm
2
V

-1
s

-1 
in 

ambient air [47]. Excellent electrical performances with µ∼ 6 cm
2
V

-1
s

-1
 in vacuum and ∼3 cm

2
V

-1
s

-1

in ambient air were also measured for 1d single-crystal transistors [
48

]. Moreover, an increase of the 

mobility from 5.1 cm
2
V

-1
s

-1
 at T = 290 K to 10.8 cm

2
V

-1
s

-1
 at T = 230 K was found in vacuum-gap 

single-crystal 1d devices, promptng for a band-like electron transport. This finding showed 

definitely that n-channel organic transistor quality can be comparable to that of the best p-channel 

devices [49].  

1a C8H17

1b C13H27

1c 1d 
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Chapter 2 

Functional interfaces in organic thin film 

transistors 

Despite the many successes achieved in the field of organic electronics, the inability to properly 

model and predict interactions at interfaces involving semiconducting molecules and polymers is a 

big stumbling bock for a full develop of organic electronic technologies [1, 2, 3]. 

In this chapter the main physical processes which in general take place at functional interfaces in 

OTFTs, that is at organic/metal and organic/dielectric interfaces are presented. Physisorption and 

chemisorption processes are briefly described. The phenomena related to charge density 

rearrangement occurring at organic/metal interfaces, namely �push back� effect and pinning Fermi 

level, are presented. The effects on electrical properties due to reorientation of organic molecules on 

the substrate surface are introduced. The role played by interactions between organic 

semiconductors and dielectric insulators in OTFTs performances is explored.  

2.1 Organic molecule adsorption on solid surfaces: physisorption and 

chemisorption 

Physical and chemical phenomena occurring at interface between organic molecules and solid 

substrates drastically influence the structural and electrical properties of the organic thin films. 

However, although the organic/inorganic systems have experienced an enormous interest in the past 

years, numerous detailed studies have clarified that the interactions at organic/inorganic interfaces 
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are rather complex and, at the moment, no universal model has yet been developed. The possible 

type of interaction could be classified by physisorption or chemisorption [4]. Physisorption is a 

process in which the electronic structure of the molecule or the atom is hardly perturbed upon 

adsorption. This means that a physisorbed molecule retains its chemical integrity and orbital 

structure. The interaction in this process is mediated by van-der-Waals forces and the attractive 

force is due to correlated charge fluctuations in the two bonding partners, i.e. mutually induced 

dipole moments. Therefore, the attractive potential between adsorbed molecules or atoms and the 

surface is like that between attracting dipoles. Physisorption potentials �(z) as a function of the 

distance between adsorbate atoms or molecules and the surface are generally characterized by a low 

binding energy EB, on the order of 10 to 100 meV, and a relatively large equilibrium separation 

distance z0 of 3-10 Å (distance from the surface at minimum potential). Physisorbed particles are 

therefore located at relatively large distances from the surface and are usually highly mobile in the 

plane parallel to the surface.  

Chemisorption is accompanied by a rearrangement of the electronic orbitals of the adsorbed, due to 

hybridization with electron wave-functions of the metal and/or change in orbital population. Thus, 

the shape of the chemisorbed molecule differs from that of the free (gas phase) molecule, since a 

new chemical bond to the substrate is created. Usually, typical values for chemisorption potentials 

are equal to 1-3 Å as equilibrium distance and a couple of eV as binding energy [5]. In Figure 2.1, 

qualitative shapes of a chemisorption and a physisoprtion potential are depicted. In the case of 

chemisorption of molecules, the rearrangement of the electronic shell can lead to dissociation and 

formation of new adsorbate species. This mechanism is called dissociative adsorption and, for 

example, it has been observed for Pyromellitic Anhydride (PMDA) molecules deposited on 

polycrystalline silver [6] and on Cu(110) [7].  

Although many theoretical models and calculations have been performed to describe these two 

adsorption types, from an experimental point of view, it is difficult to find an unambiguous 

distinction between chemisorption and physisorption. 
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Figure 2.1 Qualitative shape of a chemirption and a physisorption potential  as a function of the distance z

of the adsorbed atom or molecule from the solid surface.

The most established technique to investigate interface interactions is photo-electron spectroscopies 

(PES) (to more details on PES technique, look at Section 5.1). Chemisoprtion can often be readily 

identified when, from photoemission spectra, it is possible to detect the appearance of new density 

of states (DOS) that, instead, is absent for both the free molecule and the clean metal. PES 

technique has been successfully used to investigate 3,4,9,10-perylene-tetracarboxylic acid 

dianhydride (PTCDA) deposited on Ag(111), from Zou and co-workers. In their experiment, they 

observed that PES spectrum for monolayer PTCDA/Ag(111) drastically differs from the multilayer 

spectrum. As the multilayer spectrum corresponds to neutral PTCDA molecules in the bulk, a 

strong chemical interaction between the Ag surface and the adsorbed monolayer was concluded [8, 

9].
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2.2 Electronic structure at the interfaces between organic 

semiconductors and metals 

2.2.1 Interface interactions at organic/electrode interfaces: the �push back� 

effect 

As discussed in the previous Chapter, the presence of energy barriers for the injection of charges 

from the electrodes into the organic channel can considerable affect the performances of the final 

devices. These barriers correspond to the difference in energy between the electrode Fermi level (EF) 

and the organic transport levels at the interface. To improve the charge injection process 

effectiveness in OTFTs, it is clear that this difference needs to be minimized [10]. From the 

beginning of research in the field of organic electronics onwards, organic/electrode interfaces have 

usually been treated as a Mott-Schottky barrier, where �vacuum level (Evac) alignment� across the 

interface is assumed. In this limit, the barrier heights have commonly been estimated using 

separately determined values for electrode work function (�) and organic material ionization energy 

(IE) and electron affinity (EA). For instance, gold is generally considered as a good metal for hole-

injection contacts, as its work function is cited as ~ 5.2 ± 0.1 eV.  

However, although the simple Mott-Schottky model provides a guideline for choosing appropriate 

injecting electrode, it is not always sufficient to describe accurately the electronic levels of the 

organic/electrode interfaces. With few exceptions [11, 12, 13], the total neglect of physicochemical 

phenomena occurring at such interfaces leads often to a wrong determination of electron and hole 

injection barrier (EIBs and HIBs) values (sometimes more than 1 eV) estimated from vacuum level 

alignment. Instead, significant changes of � after the deposition of organic molecules were found 

for clean metal surfaces. The mechanism of this effect is called �push back� effect [14]. The total 

work function of a metal has two contributions: the bulk chemical potential �bulk and the 

electrostatic potential across the metal surface � (x). Whereas the positive charge density p(x), 
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derived from the nuclei, drops abruptly to zero at the metal surface , on the contrary the negative 

charge density n(x), derived from the electrons, spills out into the vacuum, due to the non-vanishing 

probability of electrons residing outside the metal surface (tunnelling). A schematic picture of the 

evolution of p(x) and n(x) going from the bulk of a metal across to the surface into vacuum is 

sketched in Figure 2.2 a). As a consequence of the overall charge neutrality, the excess of electron 

density outside of the metal surface must be compensated by an electron-density deficiency inside 

of the metal surface. The electron density of a metal can be described in the jellium model by 

decreasing exponential function, extending from the surface plane of the metal nuclei up to several 

Å from the surface [15]. Therefore, the electrostatic potential energy � (x) of the metal rises from 

its bulk value �in (inner potential energy) to a higher value �out (outer potential) outside the metal 

surface. The corresponding potential change � � = (�in � �out), often termed surface dipole SD, can 

be several electron-volts [16]. Since then the bulk chemical potential �bulk is equal to difference 

between �in and the Fermi level [17], thus the surface work function of a metal turns out to be :

(2.1) 

A schematic energy diagram for the metal is shown in Figure 2.2 b), indicating that different from 

the bulk chemical potential �bulk, SD, and consequently �s, will be influenced by adsorbed atoms or 

molecules at the surface. In the case of weak physisorptive organic-metal interaction (applicable to 

many interfaces between organic materials and clean Au), a schematic diagram of the interface 

energetics is drawn in Figure 2.3. Before the contact, the clean metal surface and the molecule are at 

large distance without interaction. Theoretically, the HIB and the EIB could be easily estimated 

from �, IE and EA assuming vacuum level alignment (see Figure 2.3 a)). However, it is observed 

that after contact (that is, molecule adsorption) � is reduced by �� to ��, which corresponds to an 

�interface dipole� (ID), thus leading to a higher HIB� and a lower EIB�, as shown in Figure 2.3 b). 

In fact, the adsorption of the organic molecule pushes back the electron density of the metal surface 

that was spilling out into the vacuum.  

s bulk SDϕ µ= − +
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Figure 2.2 Simple depiction of a) negative n(x) and positive p(x) charge distribution at a metal surface and 

b) potential energy  (x) as a function of vertical distance x across a metal/vacuum interface. 

Figure 2.3 Organic semiconductor/electrode interface energy levels in the case of Schottky-Mott barrier 

(�vacuum level EVAC alignment�) a), and in the case of interface-formation induced work function changes 

�� b).

It is important to remark that the interface dipole ( ID) does not really exist at the interface, but it 

represents the reduction of the SD of the clean metal surface to the final SD� value. The magnitude 

of the variation in work function depends on the details of how the molecules adsorb on the surface, 

that is on the molecule conformation, bonding distance, and surface density. A general rule is: the 

larger the metal-surface dipole, the more polarisable the electron density tail at the surface and the 

a) b) 

a) b) 
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larger the change in work function upon adsorption. For instance, as previously mentioned, the 

surface of atomically clean Au has a work function of ~ 5.2 eV. Upon organic semiconductor 

deposition on it, typical values of �� are in the range of 0.5 - 1.2 eV. This means that the �real� � of 

a gold electrode after molecule adsorption is 4.2-4.9 eV. Unfortunately, it is hard to predict the 

exact change in total electron density distribution at organic/metal interfaces, since the physics and 

the chemistry of these interfaces can be rather complex [18]. In the simplest model, the charge 

transfer across organic/metal interface can be described in terms of dipole field inducing work 

function changes. We consider the case of an organic molecule with the LUMO level lying below 

the Fermi level of the metal, i.e., the lowest unoccupied level of the molecule being below filled 

states of the metal. As this is a non-equilibrium situation, charge transfer across the interface is 

needed to establish equilibrium, that is electrons move from the metal into the LUMO level. Thus, 

the negatively charged organic molecules and the positive charges remaining in the metal result in a 

reaction-induced surface dipole. Using the Helmholtz equation, the corresponding work function 

change is [19]: 

(2.2) 

where N is the area-density of dipoles, � is the dipole moment, e is the elementary charge, �0 and �r

the relative and the vacuum permittivity, respectively. For example, in the case of a full monolayer 

of tetracyanoquinodimethane (F4TCNQ) deposited on Cu(111), using the Eq. 2.2 �� can be 

estimated to be ~ 5 eV. Actually, experiments [20, 21] yielded a �� of only 0.6 eV. The limits of 

this simple model originate from the fact that details of the adsorption-induced interfacial charge 

density rearrangement and molecular conformation changes are completely neglected. A detailed 

theoretical modelling showed that the chemical interaction between F4TCNQ and Cu(111) is far 

more complex. In fact, it is demonstrated that strong hybridization of molecular orbitals and metal 

states occurs at the interface, causing bi-directional charge transfer [21]. In addition, molecule is not 

planar anymore upon adsorption on the metal surface, but it becomes significantly distorted. This 

0 r

eNµ
ϕ

ε ε
∆ =
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new conformation induces a dipole that counteracts that of the net charge transfer. Considering this 

dipole together with that related to the charge transfer, the calculated value of �� is 0.7 eV, in good 

agreement with the experimental value of 0.6 eV. 

2.2.2 Interface interactions at organic/electrode interfaces: Fermi level pinning

Many experiments on organic/metal interfaces were performed from atomically clean metal 

surfaces, prepared and measured in ultra-high vacuum (UHV) conditions (residual pressure < 10-9

mbar). However, in many cases to keep low manufacturing and material costs, organic device 

fabrication is carried out in high vacuum (HV) conditions (usually 10-6 mbar). Hence, device 

fabrication environment is markedly different from the ambient conditions prevailing in scientific 

setup. In HV or in inert gas atmosphere, but also in air, any surface can be expected to be covered 

by a thin layer of different molecules, such as oxygen, water and hydrocarbons. These contaminants 

tend to make the surfaces rather chemically inert. When molecules are deposited on such �dirty� 

metal, the electronic coupling between electrodes and materials is weak. Consequently, energy level 

alignment mechanisms differ from those detected in presence of atomically clean metals and simple 

rules can be employed for energy level alignment behaviour at organic/electrode contacts [22]. In 

this situation, metal/organic interface seem to follow the Schottky-Mott limit, i.e. the EIB increases 

by the same amount as the electrode � increases, as long as � value falls between an upper (�crit,high) 

and a lower (�crit,low) value. The dependence of HIB/EIB on � can be characterized by the S-

parameter: 

(2.3) 

where gap

FE is the position of the electrode Fermi level in the energy gap of the organic 

semiconductor [23]. In the �-range, where the Schottky-Mott limit can be applied, S~1. However, at 

the upper and lower critical � values S~0. In this last case, the position of the electrode Fermi level 

within the gap of the semiconductor almost does not change and the EIB remains essentially 

gap

FdE
S

dϕ
=
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constant upon further decreasing of �. The value of �� at such interfaces is equal to difference 

between � of the electrode before the contact and �crit. In this regime, called as Fermi-level-pinned 

regime, the vacuum level alignment is not valid anymore. Figure 2.4 shows the HIB/EIB behaviour 

as a function of �. Basically EF-pinning can be explained in this way. When the electrode work 

function is beyond �crit, EF moves into the occupied or unoccupied density of states (DOS), resulting 

in a non-equilibrium state. Thus, the equilibrium is restored by interfacial charge transfer.  

Figure 2.4 Schematic relationship between the HIB/EIB and the work function � of chemically inert 

electrodes. 

However, in this scenario, we would expect that EF shifts really close to the HOMO/LUMO and 

that the HIB or EIB value gets equal to zero. On the contrary, from Ultra Violet Photoemission 

(UPS) measurements, it is resulted that values on the order of 100 meV for HIB/EIB are 

predominantly recorded [24, 25]. To explain the origin of EF-pinning at these energy distances from 

the frontier orbitals, many models have been developed. One of the most prominent was proposed 

by Hwang et al. [26, 27]. In this model, the frontier orbitals of the organic semiconductor are not 

considered sharp, but broadened into the energy gap. The presence of such tail-states in the gap is 

related to defect states (structural disorder and chemical impurities) in the organic material. 

Therefore, it is not possible to determine the density distribution of such tail-states a priori, but they 

depend on the specific sample. If the tail-states are above EF before contact, upon the deposition 

they will be filled by holes up to the point where �� is such that the equilibrium is reached, pinning 

�����

�����

�
�
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EF. This model can explain why EF-pinning is commonly found far from the region where there is 

the highest DOS and why the pinning energy value changes on varying sample.  

Since Fermi-level pinning regime should correspond to the lowest charge-injection barrier (in terms 

of electronic-level alignment), numerous methods have been developed to change � of metal and to 

reach � values below (above) �crit,low (�crit,high). The starting point for most strategies is the 

Helmholtz Eq. (2.2). According to that, the work function of the electrode can be tuned by means 

the direction and the magnitude of the dipole moment � perpendicular to the surface plane and the 

dipole area-density N. One of the most established techniques, based on this approach, is the use of 

Self-assembled monolayers (SAMs) with dipoles [28, 29, 30]. The most used SAM is based on 

alkyl chains with thiol end-groups (R-SH) [31]. When a thiolated SAM comes into contact with the 

metal surface, the S-H bond of the thiol anchoring group is replaced by a S-metal bond. The 

replacement of the S-H bond with an S-metal bond will cause a rearrangement of the charge density 

at the interface. This phenomenon will induce dipoles at the thiolated SAM-metal interface and, 

consequently, the adjustment of charge injection barriers.  

2.2.3 Dependence of electronic properties on molecular orientation in organic 

semiconductors 

As previously discussed, the energy level alignment at organic/metal interfaces strongly influences 

the electronic properties of organic semiconductor-based devices. Although such alignment is 

basically determined by the IE/EA values of the organic molecules, it has been found that molecules 

in ordered assemblies can display different ionization potential values, depending on the molecular 

orientation at substrate surface. [32, 33, 34, 35, 36, 37]. This effect is related to the existence of 

surface dipoles built into molecular layers. [38]. As we mentioned in the Chapter 1, organic 

semiconductors are based on conjugated compounds, characterized by the overlap of �-orbitals 

having a node in the plane of the molecule. Consequently, delocalized �-electrons create negatively 

charged �-clouds, extending into space on either side of the molecular plane. On the contrary, the 
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charge distribution relative to core and � molecular orbitals has spherical symmetry, centred in the 

molecular plane. Thus, the �-cloud negative charge is compensated by a positive charge within the 

plane of the overall charge-neutral molecule. This particular arrangement of charges can be 

modelled as two dipoles � pointing towards each other. Such configuration is called quadrupole and 

a schematic depiction of the related charge distribution is sketched in Figure 2.5.  

Figure 2.5 Schematic draw of the quadrupolar charge distribution related to the geometry of the � and �

orbitals. 

When molecular orientation in the molecular solid is not random and the majority of molecules are 

oriented along a preferred direction, the charge distribution in the solid can be described as sum of 

many such quadrupoles. Thus, the surface electrostatic potential, originating from the whole charge 

distribution, will depend critically on the molecular orientation at the surface. In the case of lying 

molecules, that is with molecular plane parallel to the surface (see Figure 2.4, on the left), just 

outside the surface the electron potential energy will assume a higher value than the common 

vacuum level value at infinite, because it is increased by the dipolar layer � present on the surface. 

On the contrary, when molecules are oriented standing at the surface, (i.e. � parallel, as sketched in 

Figure 2.4 right side) the electron potential energy at the surface will be lower than the common 

vacuum level. Since the ionization energy (IE) is defined as the energy required to remove an 

electron from the molecule (i.e. from the sample) to infinite distance (whereas the electron affinity 

(AE) is the energy required to attach an electron to the sample from infinite distance), it follows that 

the IE and AE values will change, depending on whether the molecules are lying down flat or 

standing upright with respect to the substrate. Moreover, molecules can have different orientations 

than just lying and standing, leading to yet other values for IE and EA. For example, Duhm et al. 
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demonstrated that for ordered molecules of �-sexithiophene deposited on Ag(111), the differences 

in IE and EA for lying and standing surface orientation were 0.6 eV [38]. Therefore, it is evident 

that molecular orientation is a decisive factor in determining energy level alignment at 

organic/metal interfaces. 

2.3 Organic semiconductor/dielectric gate interfaces in organic thin 

film transistors 

2.3.1 Role of the gate dielectric in OTFTs  

As previously mentioned, the chemical and physical properties of the interface between the gate 

dielectric and the semiconductor plays a crucial role on the final performances of OTFTs..  

The main OTFT parameters, such as mobility and threshold voltage, are not related only to the 

organic semiconductor itself, but they depend critically also on the specific properties of the 

insulator [39]. 

The requirements for gate insulators in field-effect transistors are rather strict. A crucial parameter 

to characterize a dielectric is the maximum possible electric displacement Dmax that can be sustained: 

(2.4) 

where �0 is the permittivity of vacuum, k is the relative dielectric constant and EB is the dielectric 

breakdown field. A good dielectric should exhibit high dielectric breakdown strength, contain 

minimal concentrations of impurities that could act as traps, be environmentally stable, easily 

processable and compatible with all processing steps. Another important strength is the capacitance 

per unit area, which determines the amount of induced charges in the transistor channel and is 

defined as: 

max 0 BD kEε=
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(2.5) 

where d is the insulator thickness. From Eq. 2.5, it comes clear that the amount of the accumulated 

charge in the transistor channel can be increased by either reducing the dielectric thickness or using

a dielectric with a higher k. A very thin dielectric can be useful to improve the device performances, 

however from a practical point of view, the minimum thickness guaranteeing a pinhole-free film is 

controlled by the deposition procedure as well as by the intrinsic material properties. The most 

popular dielectric for studying and testing organic semiconductors is thermally grown silicon 

dioxide (SiO2) with a dielectric constant of k = 3.9 [40]. The choice of SiO2 as dielectric gate is 

convenient, as this insulator can be thermally grown on heavily doped silicon (Si++) wafers acting as 

the gate electrode. Although SiO2 has been well-optimized to form a defect-free interface with Si, 

its top surface (relevant for a OTFT ) is much less defined, as it is subjected to ambient processing 

steps during the transistor fabrication. Depending on its processing history, SiO2 surface is usually 

characterized by the presence of a large amount of silanol (Si-OH) groups and absorbed water 

molecules. The presence of these chemical species on SiO2 surface tend to promote the occurrence 

of charge trapping processes, translating into non-ideal features (i.e. hysteresis, bias stress) of the 

OTFT electrical response [39]. In addition, the oxide/organic interface also influences the thin film 

morphology. Indeed, the most used architecture in OTFTs is the bottom gate geometry, where the 

organic film is grown directly on the insulating barrier. Hence, the properties of the gate dielectric 

strongly affect also the film growth mode influencing the main morphological features such as the 

nucleation density and the grain sizes [41,42, 43, 44]. Moreover, the dielectric/semiconductor 

interface interactions are able to impact not only the charge carrier mobility but even the sign of 

majority carriers flowing through the active channel. For example, in transistors based on the 

conjugated polymer poly(9,9-di-n-octylfluorene-alt-benzothiadiazole) (F8BT), no n-channel 

behaviour is observed when SiO2 is used as a gate dielectric. On the contrary, n-channel 

characteristics appear immediately when a buffer layer of an apolar polymer dielectric, as a 

benzocyclobutene derivative (BCB), is introduced between silicon dioxide and the semiconductor 

0iC k dε=
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[ 45 ]. This dramatic difference can be directly ascribed to the chemical nature of the 

dielectric/semiconductor interface. Indeed, on SiO2 surface, the silanol groups (SiOH) can trap 

electrons irreversibly and the negative trapped charge tends to screen the applied positive Vg, thus 

shifting the threshold voltage for electron accumulation beyond the commonly accessible range. On 

the contrary, BCB contains essentially no hydroxyl groups and so n-type behaviour can be activated 

[45].  

Over the last years, many research groups have focused their efforts in the attempt to identify new 

dielectric materials which could effectively replace SiO2 in real applications. Indeed, the major 

motivation for this search is the need to make available dielectrics which are fully compatible with 

flexible substrates and the main printing techniques presently under consideration for the low-cost 

mass-production of organic devices [46]. 

2.3.2 Surface treatments of dielectric oxides 

A general strategy to enhance the electron transport properties in OTFT relies on the magnification 

of the interactions between organic semiconductor segments and the contemporary reduction of the 

interactions between the organic semiconductors and the gate dielectric. To this aim, a large number 

of dielectric surface treatments has been developed to be used in combination with insulating oxides. 

The most established consists in the use of self-assembled monolayers (SAM), such as HMDS [47, 

48 ], octadecyltrichlorosilane (OTS) [ 49 , 50 , 51 , 52 , 53 , 54 , 55 ], other silanes [51, 54]. The 

molecular structures of the main SAM are shown in Figure 2.6. Generally, there are two methods of 

applying SAM. In the case of deposition from solution, a freshly prepared hydroxylated surface is 

dipped into a reaction bath of a silane solution, for the reaction of silane molecules on the 

hydroxylated SiO2 surface [56, 57]. Another method involves baking the silicon wafers in an oven 

and subsequently introducing a vapour of the silane.[56, 58] This technique is preferred in the case 

of short chain silanes, such as HMDS. In fact, it has been found that, due to the hygroscopic nature 

of the HMDS molecules, the surface treatment is very sensitive on the level of water in the solvents 
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and reaction vessels. Thus, the solution approach was found to be difficult to be reliably 

reproducible .  

In spite many studies have been carried out to understand the role played by the dielectric surface 

treatments in device performances, a clear picture is still lacking. Because of the complexity of the 

mechanisms occurring at dielectric/semiconductor interfaces, the interpretation of surface treatment 

effects is often contradictory.  

Figure 2.6 Examples of molecular structures used for self-assembly on oxide surfaces: chlorosilanes (1-8), 

hexamethyldisilazane (HMDS, 9). Compound 1 is known as OTS (octadecyltrichlorosilane). 

It is commonly accepted that usually almost all organic semiconductors perform better when 

deposited onto hydrophobic dielectric surface, even though exceptions are known. One explanation 

relies on the increased grain sizes of the semiconductor, assisted, in turn, by high molecular surface 

mobility and reduced interaction with the surface of the hydrophobic substrate. Surface energy is 

greatly reduced on silanized substrates and very high contact angles (>100°) with water are 

obtained. For example, the use of SAMs resulted in increased grain sizes for Pentacene [49, 51, 52, 

59], whreas, a mobility increase of 2-10 fold associated with OTS or other silane treatments was 

reported for Pentacene, Naphthalene, Sexithiophene, and Copper Phtalocyanine. [52]. However, 

despite the very large contact angles (115°), small grain sizes were found on fluorinated alkanes 

[51]. Moreover, in some cases very high surface mobility can lead to a depletion of device 

performances, due to the presence of voids between islands which increases variability in device 

behaviour.  
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It is commonly accepted that the most efficient charge transport in organic semiconductors occurs 

along the direction of intermolecular �-� stacking. This means that the molecules should be 

preferentially oriented with the �-plane approximately parallel to the substrate. Dielectric surface 

treatments could also induce a more favourable molecular orientation, as demonstrated for both 

oligomers and polymers [57, 48, 50, 54]. For example, in P3HT devices, it was reported that the use 

of HMDS leads to a lamella-like structure with the pendant alkyl chains perpendicular to the 

substrate surface. In addition to morphological effects, SAMs can influence dielectric surface 

roughness. In order to minimize trap states and defect sites in the channel, dielectric/semiconductor 

interface roughness should be as small as possible and intermixing between organic semiconductor 

and dielectric layers should be negligible. Mobility in Pentacene films is reduced when surface 

exhibits roughness greater than 3-5 Å. SAMs can smooth the dielectric surface, providing a more 

uniform interface. For instance, Jackson and co-workers developed a highly effective OTS 

treatment, where the SAM is not only bonded to the substrate but also cross-linked laterally. Due to 

the high density of interchain cross-linking, OTS can reduce the surface roughness [60]. According 

to what previously described, it is evident that the results obtained by means of surface treatments 

come from the interplay between various factors, such as reduced surface energy, favourable 

molecular orientation, increased smoothness and neutralization of surface defects. 

2.3.3 Effects related to the bulk properties of the gate insulator 

From a general point of view, in the fabrication of OTFT with improved electrical performances, 

the choice of high-k dielectrics is highly preferable to lower the device operation voltages. In this 

regard, several high-k dielectrics for low-voltage OFETs have been used in the literature, such as 

TiO2 (dielectric constant ~ 41) and anodized Al2O3 (dielectric constant ~ 10) [61]. However, Veres 

et al. have shown that OTFT based on poly(triaryl-amine) (PTAA) [62] and other polymeric [61] 

amorphous films display higher mobility values when realized with low-k dielectrics (k <3) rather 

than with high-k insulating barriers. Moreover, since these results were achieved using transistors 
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with top-gate configuration, any influence of the dielectric on the morphology of the 

semiconducting film can be ruled out. 

Very importantly, it was also found that, for the analyzed OTFT, the temperature dependence of the 

field-effect mobility was reduced when low permittivity insulators were used. Finally, an additional 

benefit of the low-k dielectric was the observation of the minimized hysteresis in the transfer curves 

and , in some cases, of threshold voltage (Vth) values closer to the ideal 0 value.  

Starting from the consideration that the dielectric constant of a material is an index of its polarity, a 

specific model based on the surface polarity of the gate dielectric was proposed to explain the 

aforementioned results .  

In particular, in organic films, where the crystalline order is limited to short ranges or is almost 

completely absent, the charge transport takes place basically through the �hopping� of the charge 

carriers among localized states. The energy density of these states can be described by a Gaussian 

distribution centred around the HOMO or LUMO levels. Usually, lower is the structural order of 

the film, broader is the distribution of the localized states. Starting from this basic scenario, it has 

been proposed that high-k dielectrics are characterized by an enhanced polar disorder at the 

interface and this condition is immediately reflected into the increase of the energetic disorder in the 

semiconducting channel of a OTFT. This effect favours the broadening of the density of states and 

the resulting localization of the charge carriers which, hence, exhibit a reduced mobility [61, 63]. 

The basic aspects of this model are sketched in Figure 2.7.  

In comparison with to the surface treatments, where residual reactive end groups are almost always 

present after SAM application, low-k dielectrics have the advantage of providing a uniformly non-

polar and defect free interface with the semiconductor, with a poor dependence on the deposition 

conditions.  

From a chemical point of view, a surface with reduced polarity is usually classified as a 

hydrophobic surface and therefore the water contact angle on the insulator surface is a good 

indication of its polarity.  
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Figure 2.7 Qualitative picture of the effect of disordered polar groups on the density of states at active 

interface.

In these terms, the impact of the surface polarity on the OTFT response can be discussed from a 

different prospective. In particular, hindering both hydrogen bonding and dipole forces between the 

dielectric and the semiconductor, a low-k dielectric can reduce the interface interactions and then 

support the improvement of the charge mobility into the active channel. Incidentally, this also 

enhances molecular mobility, making easier the alignment between organic molecules and leading 

to a higher degree of crystallinity. In any case, it should be considered that if the interaction 

between semiconductor and dielectric is too much depressed, film adhesion may result greatly 

compromised. A careful balance between the opposite needs is therefore required for a practical 

solution [61]. 
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Chapter 3 

Modelling of interface interactions between 

perylene-diimide-based molecules and silicon 

dioxide gate dielectric by means of bias stress effect 

analysis  

This chapter is aimed at discussing the main results obtained by analysing the Bias Stress (BS) 

phenomenon in n-type PDI-8CN2 thin-film transistors fabricated by evaporation on both bare and 

hexamethyldisyloxane (HMDS)-treated SiO2 gate dielectrics. In recent years, the BS mechanism 

has been widely investigated for p-channel (hole-transporting) field-effect devices and several 

mechanisms have been invoked to explain the origin of this phenomenon. Despite that, so far BS 

has been scarcely analyzed for n-type (electron-transporting) organic semiconductors and very few 

experimental data are currently available.  

In this chapter, we demonstrate that although the SiO2 treatment does not affect significantly the 

PDI-8CN2 film morphological properties, it produces remarkable differences in the DC electrical 

response and the BS performances of the related OTFT . Hence, we infer that the changes in 

electrical properties can be mainly ascribed to the interface chemistry between the dielectric and the 

semiconductor. In particular, according to our findings, the BS physical origin may be related to the 

occurrence of electrochemical reactions where PDI-8CN2 molecules interact with H2O, producing 

O2 and protons (H+) which can initially diffuse in the SiO2 layer barrier. Consequently, we propose 

the hypothesis that the BS effect in these n-type devices is ruled by the H+ back-diffusion process, 

occurring from the SiO2 bulk towards the dielectric-semiconductor interface during the prolonged 

application of positive VGS voltages. 
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3.1 Bias stress effect in organic thin film transistors (OTFTs) 

The bias stress (BS) phenomenon is the main source of operational instability for the organic field-

effect transistors (OFETs) and represents consequently the most serious obstacle to the commercial 

introduction of circuits based on these devices [1]. Under a prolonged gate-source (VGS) application 

the transistor threshold voltage (Vth) shifts over time (Figure 3.1 a)) and, equivalently, the drain�

source (IDS) current decays (Figure 3.1 b)). A consequence of BS phenomenon is that an OFET that 

is used to switch on a current, for example to drive a pixel in a display, will switch off in the course 

of time [2]. Thus, it is evident that BS effect is highly undesired because it prevents from having 

reliable organic devices. 

Figure 3.1 a) Transfer curves of a n-type transistor taken at different times during the prolonged application 

of a source-gate voltage (Vgs). The arrow indicates the direction of the shift of the transfer curves. b) Source-

drain current of the transistor as a function of time during the bias stress experiment.  

Because the applied gate voltage determines the total amount of charges in the OFET accumulated 

at the interface between the semiconductor and the dielectric, this means that, somehow, BS 

phenomena turns the mobile charges in the semiconductor channel into immobile charges. 

Commonly, there are two means to study the operational instability in OTFTs. In the former, the 

transistor is electrically stressed by applying a constant voltage to the gate electrode for a prolonged 

a) b) 
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period of time and the stressing condition is interrupted for short intervals, during which a transfer 

curve is measured by switching VGS and fixing a small VDS voltage. This process of measuring the 

transfer curve is repeated several times during the course of the stressing period [3]. This kind of 

experiment is shown in Figure 3.1 a). In this way the Vth time evolution as a function of the 

stressing time can be derived. Several experiments have demonstrated that BS-induced Vth time 

behaviour can be commonly and satisfactorily described by the stretched exponential formula: 

(3.1) 

where �V0 is a pre-factor related to the stressing VGS value, while � (the relaxation time) and �

(ranging between 0 and 1) are two free parameters used to fit the experimental data [ 4 ]. 

Equivalently, BS can be investigated by driving the devices under fixed voltage polarization and 

recording the following current time IDS(t) behaviour. In this case, experimental data are described 

by the relation: 

(3.2) 

 which is derived by introducing the relation 3.1 in the MOSFET equation valid for the linear 

regime and assuming that contact resistance effects can be neglected. This approach is fully 

equivalent to the observation of the threshold voltage shift achieved by the measurement of the 

transfer curves and, furthermore, allows getting more information about the first seconds of the 

phenomenon evolution. Over the last years, the BS effect has been widely investigated for p-

channel (hole-transporting) OFETs and some typical features have been founded [5, 6, 7, 8]. First of 

all, the Vth shift is reversible, since, setting to zero the gate voltage after the stress process, the 

transfer curve shifts back to the original curve over the time. The dynamic of this process, called 

�recovery�, is similar to that ruling the bias-stress effect [4]. Moreover, it was demonstrated that the 

current flowing in the transistor channel does not affect the Vth (t) time shift which is the same both 

when a costant VDS voltage is applied and when the source and drain electrodes are grounded. Water 
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molecules adsorbed on the surface of SiO2 play a key role in the BS effect [9]. Indeed, it was shown 

that under vacuum conditions, where the amount of water present on the SiO2 interface is strongly 

reduced, the bias-stress effect is significantly slowed down [4 10, 11, 12]. For example, from bias-

stress measurements on a PTAA transistor, it was found that the relaxation time � obtained in 

vacuum was 2 × 106 s, being two orders of magnitude larger than the value (� = 104 s) measured in 

ambient conditions [4]. More in general, it is known that it is possible to almost cancel the BS effect 

using a hydrophobic organic gate dielectric. When SiO2 is used as gate dielectric, the BS effect is 

strongly decelerated if the SiO2 surface is covered by means of HMDS monolayer, thus passicating 

the SiOH silanol groups and reducing the adsorption of water molecules [13, 14]. To investigate the 

BS dynamics in p-type OTFTs, Sharma and co-workers performed an interesting experiment [15]. 

The transistor underwent a dynamic gate biasing scheme in which it was first stressed with a 

negative VGS and then, after a certain time, driven with a less negative VGS value. In both cases, the 

transistor remained in accumulation regime during the entire stressing time and the IDS current was 

measured under the application of a small VDS voltage. The result of the experiment is shown in 

Figure 3.2. 

Figure 3.2 Source-drain current of a p-type OFET as a function of time during a dynamic switching scheme 

of the gate bias voltage. Adapted from [15]. 

As shown, the expected monotonic decrease of the current is not verified and, on the contrary, the 

transistor displays an anomalous bias-stress effect, showing to have memory of its biasing history. 
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To explain this peculiar behaviour, Sharma and co-worker proposed a model based on proton 

migration mechanism which fits well the experimental results [8]. In their model, Sharma and co-

authors argue that, during the BS test, protons are generated electrochemically on SiO2 surface by a 

reaction between water molecules and holes: 

(3.3) 

where OS
+ and OS are the hole and the electrically neutral site in the organic semiconductor, 

respectively. Through the reverse reaction, protons can be reconverted into holes: 

(3.4) 

In this way, an equilibrium between holes in the accumulation layer and protons at the interface 

semiconductor-oxide is generated. Under application of a prolonged negative VGS, a diffusion 

process of protons into the dielectric bulk occurs, which subtracts them from this equilibrium 

leading more holes transforming in protons and, at the same time, screening the negative VGS

voltage. Both these aspects determine the Vth shift towards more negative values during the test. In 

this scenario the anomalous bias-stress effect in Figure 3.2 can be easily explained. When the gate 

voltage is switched to a less negative value after the stress, the protons go back to the 

semiconductor in order to restore the equilibrium. Thus, a temporary unbalanced number of holes is 

created in the accumulation layer, which makes possible the increase of the source-drain current 

until the equilibrium is reached again. In a recent progress report, the same authors suggested that 

also in the case of n-channel transistors the BS effects could be explained invoking a proton 

diffusion mechanism, occurring in this case from the bulk of the dielectrics towards the 

semiconductor-dielectrics interface [2]. Starting from this suggestion, we tried to explain the 

experimental evidences we found in the investigation of BS effect in n-type PDI-8CN2 thin film 

transistors (TFTs).  

2 22 4 4 4gasH O OS H O OS+ ++ → + +

2 24 4 2 4gasH O OS H O OS+ ++ + → +
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3.2 Fabrication of PDI-8CN2 thin film transistors (TFTs) 

To perform our analysis, we fabricated PDI-8CN2 (TFTs) in bottom contact/bottom gate (BC/BG) 

configuration (Figure 3.3 a). The multilayer structure is composed by a heavily 500 nm thick n-

doped silicon substrate covered by a thermally grown 200 nm thick SiO2, used as gate dielectric, 

with multi fingered gold source and drain contacts (Figure 3.3 b) . Any sample is equipped with 

four devices. For two of these, the channel length and the channel width are L = 20 �m W = 11 mm, 

respectively. The other pair of devices is characterized by L = 40 �m and W = 22 mm. Before the 

deposition of the organic layer, the substrates were cleaned in ultrasonic baths of acetone and 

ethanol, followed by drying in pure N2 gas. While some substrates were used without any further 

treatment (bare), others were chemically functionalized by the coverage of a hexamethyldisilazane 

(HMDS) monolayer. HMDS is an organosilicon compound used to passivate SiOH silanol groups 

present on the SiO2 surface, thus reducing the water molecules adsorbed on this surface. The 

HMDS process is basically sketched in Figure 3.4. It is known that silanol groups at SiO2 dielectric 

interface can trap free electrons in the organic layer, quenching the n-type behaviour of the OTFT 

[16].  

Figure 3.3 a) Sketch of the bottom contact/bottom gate (BC/BG) OTFT geometry b) Schema of the device 

structures used in this work.  

Before HMDS vapor treatment, the substrates were further cleaned by placing them in a hot (120 °C) 

Piranha solution (H2SO4- H2O2�50%�50%) for 15 min. Then, they were washed with deionized 

H2O, sonicated for 5 min in MeOH (Methyl Alcohol), rinsed in DCM (dichloromethane) and finally 

a) b) 
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dried with N2. After, substrates were located in a home-made glass reactor which was evacuated 

and filled with Nitrogen (three times) before the addition of 1 mL of HMDS.  

Figure 3.4 Reaction of silanol passivation in HMDS treatement. 

Substrates were then stored in the glass reactor for 7 days. After the treatment, substrate surface was 

found to be highly hydrophobic with a water contact angle �c of 108°�109°. For the bare substrates, 

�c was instead about 60°. The PDI-8CN2 powder was purchased from Polyera Corporation Inc. 

(Polyera ActivInkTM N1200) and the thin films were deposited in the high vacuum (HV) system 

(pressure in the chamber ~ 10-7 mbar) shown in Figure 3.5 by using organic molecular beam 

deposition (OMBD) (evaporation rate 0.3 nm/min), keeping the substrate at about 100° C.  

Figure 3.5 HV system used in this work to realize PDI-8CN2 TFTs. 

Nowadays the OMBD technique is widely employed to fabricate a number of new devices, which 

final performances are considerably improved through the high control of thin film thickness and 

structure. In a OMBD system organic material is evaporated by using a Knudsen cell. The 
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molecules are so collimated by passing through an orifice and then deposited on a substrate. The 

deposition rate is monitored by a quartz microbalance. The flux is controlled by the cell temperature 

and a shutter. All precautions for a clean environment have been taken to ensure the reproducibility 

of the experiments and the cell has been outgassed before use. The nominal film thickness was 

determined by using the quartz microbalance and crosschecked by atomic force microscopy (AFM) 

analysis.

3.3 Morphological properties of PDI-8CN2 thin films 

After the fabrication, PDI-8CN2 TFTs deposited on bare and on HMDS-treated SiO2 were 

investigated by means of AFM analysis. AFM images were taken in air by a XE100 Park 

microscope (true non-contact mode with amplitude regulation). Images were acquired using Silicon 

doped cantilevers (resonance frequency around 300 kHz) provided by Nanosensor�. The root-

mean-square roughness (�RMS) of the film surface was determined by the Park XEI Software as the 

standard deviation of the film height distribution. As we clearly see from Figure 3. 6 the 

morphological features characterizing the films grown on the two different SiO2 surfaces are quite 

similar. In both cases, the layers are formed by the coalescence of crystalline domains with 

elongated (ribbon-like) shape. The longest side of any crystalline island gets values ranging 

between 1 and 2 �m, while the top surfaces of these domains are composed of three or four 

atomically flat terraces, characterized by 20 ± 1 Å high steps. The surface �RMS was estimated from 

5 x 5 �m2 AFM images, obtaining values of 17 ± 1 Å for PDI-8CN2 deposited on bare substrates 

and 18 ± 1 Å for layers on HMDS-treated substrates. It is to be outlined that the morphological 

properties observed in this work agree very well with those reported in literature [17]. A clear 

confirmation of this agreement can be achieved also taking into account the results recently 

discussed in a detailed experimental work, entirely focalized on the PDI-8CN2 growth mode on 

SiO2 surfaces [18]. Coherently with the analysis developed by Liscio et al., the small morphological 
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differences between the films on bare and HMDS-treated surfaces can be justified by invoking the 

self-assembling properties of PDI-8CN2 molecules which, being characterized by strong 

intermolecular interactions, tend to be scarcely affected by the specific molecule�substrate 

interaction during the film growth. 

  

Figure 3.6 AFM images (5 × 5 �m2) of PDI-8CN2 films deposited on a) bare and b) HMDS-treated 

substrates.

3. 4 Electrical response of PDI-8CN2 TFTs 

After the morphological analysis of the thin films, the transistor electrical properties were 

investigated by using a Janis Probe-Station connected to a Keithley 2612A Dual-Channel system 

source-meter instrument. During all the electric measurements the devices were kept in darkness. 

Different from the morphology of PDI-8CN2 films, the electrical response of the related transistors 

was found to be strongly influenced by the SiO2 functionalization. Figure 3.7 summarizes the main 

electrical features of these devices, showing the output (Figure 3.7 a and b) and the transfer curves 

(Figure 3.7 c and d), both in the linear and saturation regimes, recorded in vacuum. The electrical 

behaviour of PDI-8CN2 TFTs on bare SiO2 is characterized by the presence of a significant 

hysteresis, affecting in particular the transfer curve in the linear regime. This curve reveals also the 

a) b) 
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presence of contact resistance RC effects, since its slope reduces at high VGS voltages. The 

maximum trans-conductance ( )/m DS GSg I Vδ δ=  was, indeed, reached in the VGS range between 10 

and 15 V. Residual RC effects can be noticed also for the transfer-curve in saturation. Very 

importantly, both in the linear and saturation regimes, these devices exhibit onset voltages Von, here 

defined as the VGS voltage where the IDS current starts rising (see the semi-log plot representations 

in the inset of Figure 3.7 c) and d)), which are largely negative being very close to -20 V.  

  

Figure 3.7 Electrical response in vacuum of PDI-8CN2 transistors: a) and b) Output curves measured for 

devices fabricated on a) bare and b) HMDS-treated substrates; (c and d) comparison between the transfer 

curves recorded for the same devices in the c) linear (VDS = 5 V) and d) saturation regimes (VDS = 50 V). 

This feature, already discussed by Jones et al., outlines that the interaction between the PDI-8CN2

and the chemical species present on the bare SiO2 surface gives rise also to un-intentional charge 

doping effects which seem to coexist with the fast trapping and release processes, namely involving 
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shallow energy traps, producing the hysteresis phenomena above discussed. Conversely, similar to 

what widely reported for p-type devices, the application of HMDS monolayers on SiO2 surface 

improves significantly the quality of the OTFT response, making it much closer to the ideal 

predictions of the MOSFET models [19]. Here, hysteresis is practically absent in both the linear and 

saturation regimes. The linear behaviour for the transfer-curve recorded with VDS = 5 V is almost 

perfectly respected as well as the square power dependence on VGS for the transfer-curve in 

saturation. Moreover, the value of the onset voltage Von is shifted much closer to 0, being -4 V. The 

charge carrier mobility (�) was extracted from the transfer-curves in saturation by using the 

classical MOSFET equations. Despite the differences above mentioned, the mobility maximum 

values estimated in vacuum for the devices on bare and HMDS-treated substrates resulted to be 

quite closer. Indeed, the maximum mobility � was 0.028 and 0.031 cm2/V s for devices on bare and 

HMDS-treated substrates, respectively. The electrical performances of these devices were also 

assessed in air, soon after their fabrication and before being stored in vacuum for the BS 

investigation. We found that on HMDS-functionalized substrates the mobility in air is lowered by 

about 15% with respect to the corresponding value estimated in vacuum. For the devices on un-

functionalized SiO2 surface, instead, mobility is more than halved when passing from the 

measurements in vacuum to those in air.  

3.5 Bias stress analysis 

In this work, the BS effect in PDI-8CN2 transistors was studied by applying a fixed voltage 

polarization to the device and recording the following current time IDS(t) behaviour. The IDS(t) 

measurements were systematically performed in vacuum, changing, when needed, both the VGS

stressing conditions and the overall duration of the experiments. Since this study was mainly 

devoted to analyze the intrinsic mechanisms behind the BS effect in the PDI-8CN2 devices, only 



53

few measurements (not reported here) were carried out under (not controlled) ambient conditions, 

confirming, however, that the presence of ambient agents such as O2 and H2O magnifies 

considerably the BS effect, as recently shown even for n-type single crystal transistors [20]. While 

measuring IDS(t), the devices were always operated in the linear regime (typically VDS was fixed to 

5 V) in such a way that the accumulation layer is characterized by a spatially uniform charge 

density along the active channel. Figure 3.8 presents a set of IDS(t)/I0 (normalized at the initial value 

t = 0) curves recorded in vacuum for two PDI-8CN2 OTFTs fabricated on bare and HMDS-treated 

substrates. These measurements were carried out by varying VGS from 20 to 50 V over a period of 

2000 s (~33 min). Firstly, it should be outlined that only measurements recorded after 1 day of 

vacuum storage will be here presented and discussed. Indeed, for any device we analyzed, it came 

out that (see the dashed lines in Figure 3.8) a stable condition to get reproducible measurements was 

attained only keeping the device in vacuum for several hours. The exact number of necessary hours 

to assure the measurement reproducibility was found to be dependent on the specific sample and, in 

general, was higher for the devices on bare substrates. A period of 1 day, however, resulted to be 

enough in most cases. The comparison between the curves in Figures 3.8 a) and b) makes evident 

that the current decays measured for the devices fabricated on the bare SiO2 are always much larger 

that those detected for the transistors on the HMDS-treated SiO2 surfaces. For example, with VDS = 

5 V and VGS = 40 V, the IDS reduction after 2000 s exceeds 30% for the OTFT on the bare substrate, 

while it is only 7% in the case of the HMDS-treated surface. Moreover, for the untreated devices, 

we have found that the normalized IDS(t)/I0 curves are influenced by the stressing VGS conditions, 

with the extent of the current decay becoming larger at increasing VGS voltages. Conversely, for the 

HMDS-treated devices, we were unable to observe any clear correlation between the overall current 

decrease and the applied stressing VGS. To complete the discussion concerning this set of 

measurements, Figures 3.9 a) and b) show the transfer curves in the linear regime which were 

recorded before and soon after the bias stress measurements performed with VGS = 40 V and VDS = 5 

V. Based on what commonly reported, the BS effect should only shift the threshold voltages 
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without affecting the curve slope which, according to the MOSFET model, is directly proportional 

to the charge carrier mobility. As shown, this occurrence takes place only for the device on the 

HMDS-treated substrate, where the VGS application for 2000 s shifts the onset voltage (see the inset 

Figure 3.9 b) towards more positive values by about 1 V, while the curve slope stays basically 

unchanged. 

Figure 3.8 Semi-log plots of normalized IDS(t)/I0 current curves measured in vacuum with VDS = 5 V and 

VGS = 50, 40, 30, 20 V for PDI-8CN2 transistors fabricated on a) bare and b) HMDS-treated substrates. All 

the curves were measured after 1 day of storage in vacuum. The insets display the same curves in the linear 

plots. The dashed lines represent the normalized IDS(t)/I0 curves recorded with VDS = 5 V and VGS = 40 V 

after 1 h of storage in vacuum. 

The situation appears instead much less conventional for the device on the bare SiO2 substrate. In 

this case, the current in the off-region increases (this feature is present also for the device on 

HMDS-substrate), however the variations around the onset-voltage, where the device is switched on, 

are almost negligible. Conversely, in the full accumulation region (VGS > 20 V) the changes induced 

by the BS effect are very significant. Here, due to the BS effect, the transfer curve is considerably 

shifted and also its slope is largely modified. In particular, the transfer curve current measured 

during the forward VGS voltage sweeping follows a quite linear behaviour and the maximum 

mobility value which can be extracted is lower than the maximum value evaluated before the BS 

application. These findings confirm that, for the transistors fabricated on bare substrates, the BS 

effect tends to provide different IDS(t) changes as a function of VGS. It is also important to highlight 
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that the modifications of the transfer curves above discussed were reversible in both cases and the 

initial shape was recovered also for devices on the bare SiO2 surfaces.  

Figure 3.9 Transfer curves measured in vacuum, before (filled symbols) and after (open symbols) BS 

experiments (VGS = 40 V, VDS = 5 V, �T = 2000 s) for PDI-8CN2 transistors fabricated on a) bare and b)

HMDS-treated substrates. 

In particular, we found that a period of 1 h with the devices left unbiased (VGS = VDS = 0 V) suffices 

to restore the electrical response measured before the stress experiment. Given the relatively small 

current decay detected after 2000 s for the devices fabricated on the HMDS-treated substrates, a 

more quantitative evaluation of the BS affecting these transistors was assessed through the 

observation of the IDS(t) behaviour during longer stressing periods. In this sense, Figure 3.10 a) 

shows the results of a BS experiment preformed in vacuum (VDS = 5 V, VGS = 40 V) for about 1.3 × 

105 s (~36 h) on the best sample. Very significantly, the current exhibits a conventional decaying 

behaviour only during the first part of the experiment. During the first day of stressing, indeed, the 

current overall reduction with respect to the starting value is close to 16%. After this period, even if 

the reduction of the current is limited, we observe that the current stopped its monotonous decrease 

and assumed an oscillating behaviour which was maintained until the end of the experiment. This 

type of behaviour, which at our knowledge was never reported for p-type field-effect devices, 
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closely resembles that recently observed for n-type transistors based on PDIF-CN2 single crystals 

[20]. 

Similarly to what discussed in Ref. [20], the IDS(t) oscillations following the decreasing trend could 

be associated to the small fluctuations of environment factors such as the temperature. In order to 

compare our results with those reported in other BS experiments, we used the stretched exponential 

model (Eq. 3.2) to fit the experimental data and to estimate consequently the values of the � and �

parameters. 

Figure 3.10 a) Long-term normalized IDS(t)/I0 current (VGS = 40 V, VDS = 5 V) measured for of a PDI-8CN2

transistor fabricated on HMDS-treated substrate. The inset magnifies the time region where the current 

decaying behaviour saturates. b) The normalized IDS(t)/I0 data up to 105 s are shown in a semi-log plot. The 

solid line is the best fitting curve achieved by using the stretched exponential model. In the inset, the data up 

to 104 s and the fitting curve are presented in a linear plot. 

Figure 3.10 b) reports the theoretical curve (solid line) obtained by fitting the experimental data 

recorded up to 104 s. Indeed, we realized that, because of the saturation effects above discussed, the 

quality of the fitting procedure could be kept high only if experimental data measured for times not 

larger that 104 s were considered. In this way, the best fit we attained gives � = (8.1 ± 0.7) × 106 s 

and � = 0.32 ± 0.04. It should be outlined that the extracted value of � is quite high and is not so far 

from the best ones reported for p-type devices [15]. In order to complete our study and possibly 

gain some insights about the physical origin of the BS phenomena observed in the PDI-8CN2

transistors, we performed the same type of experiment recently proposed by Sharma and coworkers, 
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as mentioned in Section 3.1 [15]. Accordingly, as shown in Figure 3.11, we explored the IDS(t) 

behaviour of a PDI-8CN2 device in response to a switching of the driving VGS value during a bias 

stress experiment. In this way, soon after VGS was changed from 40 V to 20 V (while VDS was kept 

fixed to 5 V), we were able to record an anomalous transient phenomenon consisting in an initial 

increase of the current which, only subsequently, recovered the more conventional decreasing trend 

(see the inset of Figure 3.11).

Figure 3.11 Transient of a normalized IDS(t)/I0 current, measured for a PDI-8CN2 transistor fabricated on a 

HMDS-treated substrate and achieved by switching VGS from 40 V to 20 V after about 1800 s. VDS was kept 

fixed at 5 V. The inset magnifies the current behavior following the VGS switching. 

This IDS(t) behaviour reproduces exactly the effect observed for p-type transistors fabricated on 

HMDS-treated SiO2 [21]. As explained in Section 3.1, in the original work, the authors interpreted 

this anomalous behaviour as a demonstration that, in p-channel devices based on SiO2 gate 

dielectrics, the BS effect is related to the proton migration mechanism, due to the occurrence of 

electrochemical reactions involving water, holes and oxygen.

3.6 Proton migration mechanism in n-type PDI-8CN2 TFTs 

The experimental data presented in the previous section make clear that the electrical behaviour of 

the PDI-8CN2 transistors considered in this work are basically ruled by the properties of the 

interface between the dielectric barrier and the organic active channel. These data contribute to 
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depict a scenario dominated by the complex interaction between the PDI-8CN2 molecules and the 

various chemical functionalities present on the SiO2 surface. This interaction gives rise 

contemporarily to the presence in the active channel of free charges even in absence of the VGS

application and to the occurrence of elementary trapping processes able to immobilize the charge 

carriers over different time scales. Also in presence of a close similarity of the film morphology on 

the two surface types here considered, indeed, the response of the devices fabricated on HMDS-

treated substrates, where SiO2 surface is mostly passivated, results almost ideal with the absence of 

hysteresis phenomena, not appreciable contact resistances and onset voltage (Von) closer to 0 V. 

Moreover, HMDS treatment makes these devices considerably less sensitive on BS effects. Using 

the stretched exponential model to fit the experimental IDS(t) curves measured under equivalent 

polarization conditions for devices on bare and HMDS-treated substrates, it is possible to extract 

values of the � parameter being about 40 times larger for the transistors realized on the treated 

surfaces. It is also important to remember that, concerning the transfer-curves of the OFETs on bare 

substrates, the BS effect does not produce simply the expected shift of the threshold voltage (or 

equivalently of VON) but it affects more the charge carrier mobility in a not simple or predictable 

way. Hence from now on, we will focus our attention on the results achieved for the devices with 

functionalized SiO2 surface. The set of data collected in this work suggest several analogies with the 

behaviour of p-type transistors under bias stress test, as described in Section 3.1. In particular, the 

Vth shifts towards the applied VG during the experiment, a full recovery is obtained when the VGS is 

removed and an anomalous transient phenomenon characterizes the current when VGS is abruptly 

lowered from 40 V to 20 V. In the following we make some hypothesis to explain the experimental 

evidences we found in this work. First of all, trying to identify the nature of the electronic trapping 

mechanisms active in the transistors under investigation, we would like to stress the BS response of 

our devices is significantly enhanced when the experiments are performed in air. For example, we 

found that the application for 1 h of VGS = 40 V and VDS = 5 V produces a current decay in air 

which is almost 60% larger than that measured in vacuum. This occurrence was also reported for 
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the BS effect analyzed in n-type single-crystal transistors [20]. During the experiments carried out 

in vacuum, we also noticed that the extent of BS effects is further reduced if the devices are stored 

in vacuum for several hours before the application of VGS. These results indicate that the vacuum 

treatment is able to remove some specific chemical species which are directly involved in the BS 

effect. Recently, Aguirre et al. have investigated the charge transport in carbon-nanotube field-

effect transistors (CNFETs) with SiO2 gate dielectric [22]. They have demonstrated that the charge 

transport is governed by the oxygen/water redox couples present on the SiO2 surface and that the 

transfer of electrons from the nanotube to the water layer adsorbed on the SiO2 surface suppresses 

the electron transport in the carbon nanotube. In particular, the following redox reaction is proposed: 

(3.5) 

where the oxygen is solvated in the water layer adsorbed on the SiO2 surface and where protons are 

present because of the slightly acidic nature of this layer. It is worth highlighting that the redox 

reaction (3.5) is reversible because of the solvated oxygen. Organic semiconductors are permeable 

to water [23, 24] and water molecules can penetrate into the organic layer of an OFET, reaching the 

SiO2 surface. The reaction (3.5) will also occur at the interface between an organic semiconductor 

and the SiO2 in an OFET. It is generally known that in the presence of water a LUMO level deeper 

than -3.7 eV should be sufficient to guarantee the air-stability of the n-type organic material, while a 

-4.9 eV LUMO level or deeper is needed to avoid oxidation in the presence of both water and 

oxygen [25, 26, 27]. With a LUMO of -4.3 eV, PDI-8CN2 is able to afford air-stable n-channel 

transistors in which the charge carriers interact with water and oxygen absorbed onto the dielectric, 

according to the following redox reaction: 

(3.6) 

where OS stands for the organic semiconductor and OS- stands for the negatively charged unit of 

the organic semiconductor (the actual negative charge carrier). According to Eq. (3.6), a 

equilibrium is reached between the organic semiconductors in the reduced form (the actual n-type 

( ) 22
4H 4 2H O

solv
e O+ −+ + ↔

( ) 22
4H 4 2H O+4OS

solv
OS O+ −+ + ↔
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charge carrier created through electron injection from the source electrode) and in neutral form, 

ruled by the electron affinity of the semiconductor and by proton concentration in the active channel. 

A consequence of the equilibrium reaction (3.6) is that, even before the application of a gate voltage, 

some charge carriers are present and this could explain the experimental evidence that most of n-

type transistors are active even at VGS = 0 V. Considering the device before the application of VGS, it 

is possible to state that protons are created in the active channel either from the inverse reaction of 

(3.6) and from the hydrolysis of Si�OH groups at the interface dielectric-semiconductor: 

(3.7) 

It is important to underline that free silanol groups are present also on the HMDS functionalized 

dielectrics considering that, as already reported, the passivation procedures based on self 

assembling organosilanes are not able to completely cover the SiO2 surface. The number of protons 

is equal to the sum of OS- (mobile charges) and SiO- (immobile charges) at this stage. Protons can 

diffuse in the bulk of SiO2 and an equilibrium is established between the concentration of protons in 

the active channel, at the interface between semiconductor and dielectric, and in the SiO2 bulk. 

Once the VGS is applied and the injected electrons create new charge carriers OS-, the equilibrium of 

Eq. (3.6) is restored by transforming charge carriers in un-active OS, consuming in this way protons 

and oxygen. The decrease of proton concentration at the dielectric-semiconductor interface leads to 

proton diffusion from the bulk of dielectrics to the active channel, where they can further react to 

annihilate charge carriers. This mechanism of proton diffusion is responsible of the observed bias-

stress effects: each time in fact a proton is consumed in the reaction with the charge carrier OS- in 

reaction (3.6), an unbalanced SiO- rests at the dielectric semiconductor interface and so the net 

result is that a mobile negative charge carrier is transformed in an immobilized negative charge. The 

unbalanced SiO- screen the applied VGS leading to a shift of Vth towards more positive 

values. Interestingly, unlike the case of p-type transistors, a saturation effect is observed for our n-

type transistors during the BS test. This effect could be related to the fact that the amount of protons 

is limited and the proton density gradient along the oxide is small so that, beyond the diffusion, the 

SiOH SiO +H− +↔
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drift contribution in the proton flux should be considered: as the number of immobile negative 

charges grows during the stress experiment, proton flux towards the interface becomes slower and 

consequently the current decay over time becomes less pronounced. Moreover, also the amount of 

oxygen in the active channel is limited and, considering that the experiment is run in vacuum (no 

additional source of oxygen), the consumption of oxygen could explain the saturation effect. The 

removal of VGS causes the disappearing of charge carriers OS- and this leads the reaction (3.6) 

moving towards left, with the production of new protons (that balance the SiO- groups on the 

surface) and oxygen. The protons can then diffuse back in the SiO2 bulk, restoring the initial 

situation and justifying the recovery process. This model could in theory explain also the anomalous 

current transient observed after the VGS switching, being exactly dual to that theoretically predicted 

and experimentally measured by Sharma and his co-workers for p-channel transistors. The 

reduction of VGS from 40 to 20 V determines a reduction of the injected charge carriers (OS-) in an 

environment already oxygen, moving the system away from the equilibrium dictated by reaction 

(3.6). The equilibrium is restored by the occurring of the inverse reaction which leads to the 

formation of new charge carriers. This process, by generating new protons, opposes to the diffusion 

process of protons from the bulk of the dielectrics which, conversely, leads to a diminishment of 

charge carriers. The net effect is that, at the beginning, an increase in the current is observed as a 

consequence of higher speed of the inverse reaction of equilibrium (3.6), but, while approaching the 

equilibrium, this reaction gets slower and proton diffusion process tends to prevail, leading to the 

current decrease. 

Conclusions 

In this chapter the BS effect in n-type PDI-8CN2 OTFTs was analyzed by performing various types 

of electrical measurements. Devices based on similar morphology of the active channels but with 
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different chemical nature of the interface between dielectric barrier and semiconducting channel 

were considered. Similar to what observed in the past for p-type semiconductors, the 

functionalization of the SiO2 surface through the application of hydrophobic monolayers like 

HMDS allows improving both the DC response and the BS stability of the devices. Different, 

instead, to all the BS measurements so far discussed for p-channel devices, we found that the IDS(t) 

decaying behaviour under fixed polarization appears to saturate in long-term BS experiments 

performed in vacuum. The occurrence of electrochemical reactions between free charge carriers 

with ambient oxygen and H+ ions, diffusing from the SiO2 bulk after the application of positive Vg , 

is suggested as the origin of the BS effect in these devices.. From a technological point of view, this 

study reveals that, with a right combination of materials, the BS effect can be considerably reduced 

even in n-type transistors. 
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Chapter 4 

Electronic properties of n-type PDI-8CN2 organic 

semiconductor at interface with SiO2: addressing 

the role of adsorbed water molecules by means of 

optical second-harmonic generation 

In the present chapter, we report about SHG analyses, assisted by photoluminescence (PL) 

investigations, devoted to the study of interfacial electrical properties (charge trapping and internal 

built-in electric field formation) of PDI-8CN2 thin films grown on bare and HMDS-treated SiO2

substrates. We analyzed a set of variable thickness PDI-8CN2 thin films by polarization-resolved 

SHG (PR-SHG), extracting the amplitude of �zxx second-order dielectric susceptibility tensor 

elements. The results evidenced the occurrence of a finite three-dimensional PDI-8CN2 region 

where the distribution of charge carriers lacks inversion symmetry and whose spatial profile is 

influenced by the HMDS treatment of SiO2. A model was consequently developed to interpret this 

finding, relying on Debye-Huckel charge screening mechanism triggered by charges localized in the 

SiO2 dielectric layer. Such picture, confirmed by photoluminescence findings, strengthens the 

hypothesis that proton migration in SiO2 can account for BS effect in n-channel OFET. Moreover, 

our model allowed us to extract an effective Debye length for the charge distribution induced in the 

semiconductor by the fixed charge located in the gate dielectric. 
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4.1 Second harmonic generation spectroscopy 

In Chapter 3, we investigated charge transport properties in n-type PDI-8CN2 OTFTs and we found 

that device electrical performances are considerably affected by local interactions at the interface 

between organic semiconductor and gate dielectric. However, this experimental approach can suffer 

some limitations, such as the dependence on device geometry and the inability to probe total charge, 

namely fixed as well as mobile charge [1, 2]. In this regard, optical spectroscopy is helpful to 

overcome such limitations, as involving techniques that allow a direct and contact-free probe of 

electronic processes [3, 4]. However, most optical techniques employed for materials analysis are 

based on linear optical effects and processes (such as absorption, reflection, fluorescence, etc.) that 

result from matter-radiation interactions taking place in the whole bulk of the medium. For this 

reason, they are not intrinsically spatially-selective. Exploitation of optical processes carrying an 

intrinsic sensitivity to the physical state of surfaces and/or interfaces is instead desirable: one 

example of such processes is represented by optical second harmonic generation (SHG). In last 

years, SHG spectroscopy has been successfully employed to perform direct measurements of carrier 

mobility in p-channel Pentacene TFTs and to probe charge transfer at organic/organic interfaces [5, 

6 ]. In this section SHG principles are shortly introduced in order to make more clear our 

experimental results. 

4.1.1 Introduction to second harmonic generation (SHG) 

When very intense light at a frequency � interacts with a nonlinear medium, in addition to the linear 

polarization, higher order polarization terms are also induced. Each of these higher order 

polarization terms becomes the source of higher order harmonic radiation. Among these higher 

order terms, the second order polarization becomes the radiating source of light at frequency 2�. 

Second harmonic generation (SHG) spectroscopy is a non linear-process consisting in the 
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generation of an electromagnetic wave of frequency 2ω (�second-harmonic� or SH wave) caused by 

the interaction between a material medium and a laser beam (�fundamental beam�) of frequency ω. 

More precisely, SHG originates from the laser-induced creation of a nonlinear second-order 

polarization field (P2�) oscillating inside the material at frequency 2ω and acting as electromagnetic 

source for the SH wave. The induced second order polarization P2� can be expressed as [7, 8, 9, 10]: 

(4.1) 

where �(2) is the total SHG susceptibility tensor and E� is the electric field vector, or equivalently as: 

(4.2) 

where the quantity �ijk is the generic (ijk) component (i,j,k, = x, y or z) and the standard Einstein 

convention of summing over repeated indexes has been used. Symmetry considerations allow to 

demonstrate that P2� is identically null inside media exhibiting inversion symmetry. For a medium 

with inversion symmetry, the reflection along that plane will not change the sign or magnitude of 

�
(2). However, an inversion operation on the electric field E� reverses both the sign of the electric 

field and that of the second order polarization P2�. Therefore the Eq. 4.2 is transformed as [11]: 

(4.3) 

Combining Eq. 4.2 with Eq. 4.3 we obtain P2�= - P2�, therefore P2� = 0. Thus, the solution for �(2)

must be zero. This means that no SHG is allowed in a centrosymmetric medium. However, in 

region where inversion symmetry is broken, �(2) is different from zero and SHG process can occur. 

This includes two major cases, in which nonlinear polarization is created by charges that are strictly 

confined in a hetero-interface (i.e. surfaces and/or at transitional regions between two materials) or

in which inversion symmetry is locally broken by the presence of a built-in electric field (usually 

arising from surface/interface phenomena). The first case represents the surface SHG (SSHG) in 

which SHG signal is generated by polarization response of surface and/or interface charges, 

molecular layers adsorbed at surfaces, etc, while the second, namely electric field-induced SHG 

(EFISHG), mainly involves charge screening processes, charge transfer at heterojunctions and other 

( )2
2 :ω ω ω=P � E E

2
i ijk j kP E Eω ω ωχ=

( )( )2
i ijk j kP E Eω ω ωχ− = − −



68

processes leading to the formation of space charge regions. This concept is schematically 

represented in Figure 1, depicting two physical situations where the inversion symmetry is broken 

by a medium discontinuity (see Figure 4.1 a) ) or by an electric field (Figure 4.1 b) ).  

Figure 4.1: Nonlinear polarization contributions arising from a) material discontinuity (�surface SHG�) and 

b) electrostatic field (�electric field-induced SHG�). Concerning the latter, the figure sketches the typical 

case of a built-in electrostatic field Edc(z) arising from localization of a surface charge (Ns) and subsequent 

redistribution of mobile sub-surface charges (�screening effect�). 

Therefore, SHG is an intrinsically spatially-selective technique which allows probing electronic 

properties related only to surface/interface or to an electric field having a well-defined direction. In 

addition, as optical technique, SHG spectroscopy can exploit evident peculiarities, such as access to 

buried interfaces, possibility to avoid electrical contacts, study of dynamic processes by time 

resolved SHG detection [12, 13, 14]. Furthermore, it is worth noting that while charge transport 

processes involve the mobile charge only, the SHG process involves the total electronic response, 

thus it allows to probe fixed as well as mobile charge. From an analytical point of view, when the 

contributions to SHG signal come from surface/interface regions, the P2� term is defined as surface 

non-linear polarization ( )
2

Surf

ωP ( �polarization sheet�) and it is linked to the optical field by the 

following second-order constitutive equation: 

(4.4) ( ) ( )
2

2, :Surf Surf

ω ω ω=P � E E

a) b) 
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where the second-order surface susceptibility tensor (next simply indicated by �(S)) is non-null only 

in regions where inversion symmetry is broken. In the case of EFISHG, the P2� term, named here as 

( )
2

EFISHG
P ω , is non-vanishing if and only if a static electric field Edc is present into the medium. This 

term involves third-order nonlinear susceptibility tensor �(3) that is non-vanishing even in 

centrosymmetric materials. Thus, the spatial extension of the EFISHG term is ruled by the 

penetration of the electrostatic field inside the medium. In the case where the Edc depends on the 

coordinate normal to surface (here indicated by z) and extends up to regions which are much less 

than the coherence length Lcoh ≅ λ/2π for reflection SHG15, the electric field induced polarization 

can be expressed as [15 16, 17, 18]: 

(4.5) 

where the integral is extended over the medium thickness, that thus can represent a �hidden 

parameter� of ( )
2

EFISHG

ω
P . The total nonlinear polarization ( ) ( )

2 2 2
Surf EFISHG

ω ω ω= +P P P can be expressed by 

means of the constitutive equation ( )2
2 :ω ω ω=P � E E , where the total SHG susceptibility tensor � is 

given by: 

(4.6) 

Equivalently, the i-th Cartesian component of nonlinear polarization can be expressed according to 

the constitutive equation 2
i ijk j kP E Eω ω ωχ= , where we use the standard Einstein convention of 

summing over repeated indexes. From Eq. 4.6 we see that the (ijk) element of � tensor is given by: 

(4.7) 

where ( ) ( )
0

d

dcF d E z dz= � . 

Being 3-rd rank tensors, both ( )S

ijkχ  and the contracted ( )3
ijkχ  tensor (with forth index fixed to �z�) 

that appear in Eq. 4.7 can exhibit up to 33=27 tensor elements. However, symmetry considerations 

can reduce significantly this number. In particular, susceptibility tensors for media exhibiting 

( ) ( ) ( )
2

3 :EFISHG dc z dz
ω ω ω= �P � E E E

( ) ( ) ( )3 :S dc z dz= + �� � � z E

( ) ( ) ( )3S

ijk ijk ijk F dχ χ χ= + ⋅
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isotropic and cubic symmetries share the same set of non-null independent elements, which we 

consider for each tensor: 

• Second-order susceptibility surface χ(S) tensor: it exhibits three non-null independent 

coefficients, given by �zxx, χxxz and χzzz. The following equalities hold [19, 20, 21]: 

(4.8) 

• Third-order susceptibility bulk χ(3) tensor: it exhibits three non-null independent elements, 

that we indicate by γ1, γ2 and γ3, corresponding to the following tensor elements [22] (n.b. for 

brevity we omit the superscript �(3)� in �(3)

(4.9) 

and 1 2 3 zzzz xxxx yyyyγ γ γ χ χ χΓ = + + = = =    

The Cartesian components 2
i ijk j kP E Eω ω ωχ=  of the nonlinear polarization can be developed for i = x, 

y and z using the non-null independent susceptibility elements listed in (4.8) and (4.9). The 

following expressions are obtained: 

Surface polarization:                                            EFISHG polarization:  

Thus, the components of the total nonlinear polarization can be expressed as 

(4.10) (4.11) 

(4.12) 

( ) ( )

( ) ( ) ( ) ( )

S S

zxx zyy

S S S S

xxz yyz xzx xzy

χ χ

χ χ χ χ

=

= = =

1

2

3

yyzz zzyy zzxx xxyy yyxx

yzyz zyzy zxzx xzxz xyxy yxyx

yzzy zyyz zxxz xzzx xyyx yxxy

γ χ χ χ χ χ

γ χ χ χ χ χ χ

γ χ χ χ χ χ χ

= = = = =

= = = = = =

= = = = = =

( ) ( )

( ) ( )

( ) ( ) ( ) ( )

2

2

Surf S

x x z xxz

Surf S

y y z xxz

Surf S S

z x x y y zxx z z zzz

P E E

P E E

P E E E E E E

χ

χ

χ χ

= ⋅

= ⋅

= + +

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

3
3

3
3

3

2

2

EFISHG

x x z xxz

EFISHG

y y z xxz

EFISHG

z x x y y z z

P E E F d

P E E F d

P E E E E F d E E F d

γ χ

γ χ

γ

= Γ −

= Γ −

= + + Γ

( )

2

2
x x z xxz

y y z zxx

z x x y y zxx z z zzz

P E E

P E E

P E E E E E E

χ

χ

χ χ

=

=

= + +
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where the generalized SHG susceptibilities are given by: 

  

Hence, the SHG susceptibilities reported in Eq. 4.13 carry information on both surface properties 

(�(S) terms) and on electric field-induced effects. In particular, the spatial profile of the internal 

electrostatic field inducing the EFISHG contribution affects the total susceptibility through the term

( ) ( )
0

d

dcF d E z dz= �  (see also Figure 4.1 b) ). As a consequence, analysis of eventual thickness 

dependence of SHG susceptibility elements can allow extracting useful information about 

occurrence of space charge layer formation in the sub-surface region.  

4.1.2 Polarization-resolved SHG intensity

Determination of individual χijk elements is made possible by polarization-resolved SHG (PRSHG), 

where the optical intensity of mutually orthogonal components of the reflected SH electric field is 

measured as a function of the polarization angle (α), defined as the angle formed by the polarization 

direction of linearly-polarized fundamental electric field (Eω) and the sample surface. In the present 

section we demonstrate the expression that describe the polarization-resolved SHG.  

Under our hypothesis of an electric field-induced nonlinear polarization localized within a small 

number of atomic (or molecular) layers, the calculation can be started from the standard expression 

of SHG amplitude generated by a polarized sheet of dipole moment P2ω. Such expression can be 

obtained by means of different approaches, one of the most simple being the phenomenological one 

reviewed by T.F. Heintz [23] and showing that the amplitude of reflected SH wave generated at an 

interface between two different media (�a� and �b�) can be expressed by: 

(4.13) 

( ) ( ) ( )
( ) ( )
( ) ( )

3

3

S

xxz xxz

S

zxx zxx

S

zzz zzz

F d

F d

F d

χ χ γ

χ χ γ

χ χ

= + Γ −

= +

= + Γ
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or, equivalently (using 0Eω ω=E e ): 

where e� and e2� are the unit vector parallel to the direction of the input fundamental field and of 

the reflected SH field (respectively), � is the angle of incidence, E0 is the amplitude of input 

fundamental field and 2eff

i ijk j ke e eω ω ωχ χ= . Using the geometric representation reported in Figure 4.2, 

i.e. plane of incidence xz, angle of incidence �, the unit vectors es and ep, parallel to the direction of 

the input field s-polarized and p-polarized, respectively, are given by: 

   

and therefore 

In order to express the E2� dependence on the polarization angle, the components Ex, Ey and Ez of 

the fundamental field have to be expressed in polar representation, i.e.: 

  

where � is the angle of polarization of the incoming linearly-polarized fundamental electric field, 

defined so that � = 0 corresponds to an s-polarized input beam.  

(4.14) 

(4.15) 

(4.16) 

(4.17) 

(4.18) 

( )2 2 2 2 2 24

cos

i
E

c

ω ω ω ω ω ωπ ω

ϑ
= = ⋅E e P e e

2
2 04

cos
effEi

E
c

ω πω
χ

ϑ
=

( )

( )

0,1,0

cos ,0,sin

s

p ϑ ϑ

=

= −

e

e

2

2 sin cos

s y

p z x

E P

E P P

ω

ω ϑ ϑ

∝

∝ −

0

0

0

cos sin

cos

sin sin

x

y

z

E E

E E

E E

ϑ α

α

ϑ α

=

=

=
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Figure 4.2 Schematic representation of the SHG experiment geometry. The fundamental beam of frequency 

impinges on sample at an angle of incidence �. Reflected fundamental beam and SH beam are both 

represented in the figure, where in the actual experimental setup the former is cut off by a suitable optical 

filter. The sample surface and plane of incidence are parallel to xy and xz planes respectively. The 

polarization angle � is defined as the angle formed by the polarization direction of the fundamental electric 

field and the horizontal xy plane. In the green frame the structural formula of PDI-8CN2 molecule is 

reported. 

By using the above expression into Eq. 4.12 we obtain  

  

that can be inserted in Eq. 4.17 to determine the polarization-resolved SHG intensities ( )2
sI ω α  and 

( )2
pI ω α . After some algebra, we can obtain: 

where ( )2 2sin 2 coszzz zxx xxzA ϑ χ χ χ ϑ= − −   

(4.19) 

(4.20) ( ) ( ) { }
( ) ( ) { }

222 2

2 22

sin sin

sin sin 2

p zxx

s xxz

I I A

I I

ω
ω

ω
ω

α ϑ α χ

α ϑ χ α

∝ ⋅ +

∝

( )

2 2
0

2
0

2 2 2 2 2
0

sin 2 sin

sin sin

sin cos sin cos

x xxz

y zxx

z zzz zxx zxx

P E

P E

P E

χ ϑ α

χ ϑ α

χ ϑ χ ϑ α χ α

= ⋅

= ⋅ 2

� �= + +� �
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Thus, the non-null independent coefficients χzxx and χxxz can be determined as best-fit parameters of 

α-in/p-out and α-in/s-out polar plots using Eq. 4.20. As representative SHG polar plots, the SHG 

�/p and �/s signals coming from a PDI-8CN2 thin film are reported in Figure 4.3. 

Figure 4.3 Experimental SHG polar plots for PDI-8CN2 sample of thickness d = 20 nm (S3). a) Measured 

intensity of p-polarized SH beam vs. polarization angle. b) Measured intensity of s polarized SH beam vs. 

polarization angle. The same relative units are used for the two SHG intensities. Solid lines represent the 

best-fit function of experimental data. 

4.2 Experimental methods 

4.2.1 Sample preparation and characterization  

Experimental investigation in the present work was carried out on two sets of PDI-8CN2 thin films 

deposited on 200 nm-thick SiO2 layers thermally grown on commercial (001) silicon substrates. In 

the first set, pristine SiO2/Si substrate were used for the deposition, while in the second set the SiO2

surfaces were treated by HMDS. Each set consisted in six PDI-8CN2 thin film samples having a 

different thickness (d). Values for d were 6 nm, 10 nm, 20 nm, 42 nm, 70 nm and 100 nm for both 

pristine and HMDS-treated Si/SiO2 substrates. Samples are indicated hereafter as S1 to S5 

(according to increasing thickness). The PDI-8CN2 powder was purchased from Polyera 

Corporation Inc. (Polyera ActivInkTM N1200) and deposited in the high vacuum (HV) system 
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described in Section 3.2. Depositions were performed at a growth rate of 6 Å min-1 by a high-

vacuum system (base pressure between 10�8 and 10�7 mbar) equipped with a Knudsen cell and a 

quartz microbalance. The chamber was warmed at temperature T = 90° during deposition. All 

samples were structurally and morphologically characterized by means of ex-situ atomic force 

microscopic (AFM) and X-Ray diffraction (XRD) analysis, using a XE100 Park microscope 

operating in air in non-contact mode with amplitude regulation for the AFM measurements and the 

Bragg�Brentano geometry in symmetrical reflection mode, the Cu K� wavelength and a graphite 

monochromator for the XRD characterization. Chemical functionalization by HMDS monolayer 

coverage was performed as described in Section 3.2. Film thickness was measured by AFM, 

scratching the film with a thin hard plastic tip. 

4.2.2 SHG experiments 

Basics of the experimental setup are shown in Figure 4.4 to which we refer here for the acronyms of 

the components. The fundamental beam (input wave at optical frequency �) for SHG process was 

provided by a Nd:YAG mode-locked laser (emission wavelength �� = 1064 nm, 20 ps pulses 

duration, 10 Hz repetition rate). A fraction of linearly-polarized fundamental beam was split by a 

polarizing beam splitter (PBS1) and collected by a joule meter (JM) connected to PC control unit in 

order to monitor the input energy. The beam was directed toward the sample surface by means of a 

mirror beam steering and a second polarizer (PBS2) was used to restore the initial linear 

polarization state that is slightly altered by the presence of mirrors. The fundamental beam next 

crossed through a 1064 nm half-wave (�/2) retardation plate mounted on computer-controlled 

motorized rotation stage (�motorized wave-plate�, MWP in Figure), allowing to control and to 

change the polarization angle (indicated by � in Figure 4.2) of the radiation impinging on the 

sample. Optical fundamental beam was focused on sample surface through a pair of converging lens 

(L1, L2) placed in confocal configuration. Sharp cut-off glass filters (F1, F2) were used to cut 
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eventual undesired SHG radiation generated by optical components (F1) and to block the 

fundamental beam reflected by the sample (F2). 

Figure 4.4 Photo a) and schema b) of the experimental setup used for polarization-resolved SHG.

The two independent components (s- and p-polarized) of SHG beam were selected by rotating a 532 

nm �/2 retardation plate followed by a polarizing beam splitter (PBS3). The output radiation was 

spectrally filtered at second harmonic wavelength (�2� =�2�/2 = 532 nm) by a PC-controlled 

motorized monochromator in order to remove any eventual spurious signal. A photomultiplier tube 

(PMT) was used for SHG intensity detection. In all SHG measurements the fundamental beam 

pulses were focused on the sample at an angle of incidence � of 45° with energy of about 200 �J in 

a)

b)
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a spot area of 10-2 cm2. After checking that the SHG signal increased as the square of impinging 

intensity (as expected for SHG process), the SHG signal was acquired normalizing the PMT signal 

by the square of impinging energy. Each experimental point was obtained by averaging the SHG 

signal over 400 laser shots. 

4.2.3 PL and PLE spectroscopy 

Continuous-wave photoluminescence (PL) spectroscopy and photoluminescence excitation (PLE) 

spectroscopy were performed at room temperature, placing the sample into an analysis chamber and 

in static dry air atmosphere. Monochromatic optical excitation was provided by a wavelength-

tunable motorized PC-controlled system composed of a broad-band emission Xe lamp (450 W 

power) coupled with a monochromator equipped with 1200 grooves/mm double-grating. 

Photoluminescence emission was collected through a confocal lens system and focused onto the 

input slit of a 320 mm focal length spectrometer. The PLE signal is defined as the total PL emission 

(numerically integrated over photon energy) vs. excitation photon energy. 

4.3 Results 

4.3.1 Thickness dependent PDI-8CN2 structure and morphology 

To investigate the dependence of morphological properties of PDI-8CN2 thin films on the film 

thickness d we performed AFM analysis. As we mentioned in Section 3.3, we found that 

morphology is scarcely affected by molecules-substrate interaction, resulting, in particular, quite 

un-sensitive on the hydrophobic degree (equivalently to the surface energy) of the SiO2 surface. For 

this reason, we focused the AFM analysis only on films deposited on bare SiO2. In Figure 4.5, the 

thin film topographic images, recorded on 10×10 �m2, clearly reveal the main thickness dependent 

morphological features. The thinner films are formed by flat terraces, a few micrometers long and 
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about 2 nm high. This value of the molecular step is in agreement with the fact that the longer 

lattice parameter (c = 20.75 Å) of PDI-8CN2 is out of plane [24, 25]. The terraces are uniformly 

distributed on the surface and well-connected, showing layer-by-layer growth mechanism. In the 

thicker films (more than 20 nm) the terraces are covered by elongated three dimensional (3D) 

islands, randomly oriented. Moreover, in the thicker films crack formations are visible. This is 

probably related to a different thermal expansion coefficient of the organic film compared to that of 

the SiO2 substrate. Due to that, during the cooling, tensions are created in the film and cracks occur 

[26]. The morphology differences exhibited by thin and thick films suggest a crossover between 

two growth modes going from a isotropic 2D growth ruling the formation of the first layers to 3D 

growth mode prevailing at increasing thickness. This occurrence, which agrees very well with 

previously reported results [27], can be clearly seen by comparing the AFM images of the sample 

S2 to that of the sample S4. The surface root-mean-square roughness �RMS values estimated from 10 

× 10 �m2 AFM images are displayed in Table 4.1. After AFM measurements, the crystalline quality 

of the thin films was checked by means of XRD analysis. In Figure 4.6 the (�-2�) spectra around 

the (001) peak is showed. The presence of the Laue oscillations around the main peak prove that the 

films were formed by regular stacking of ordered layers. In fact, the Laue oscillations are related to

the number of crystalline layers which coherently contribute to the X-Ray signal and they probe the 

size of the crystalline ordered volume. The d(001) interlayer spacing was calculated by the main 

position of the (001) reflection for all the films. The extracted d(001) values, shown in table 4.1, 

exhibit a slight dependence on the film thickness, with a decrease at increasing d. This behaviour, in 

agreement with Ref. 26, above suggests a progressive molecular rearrangement along the film 

thickness. Such a phenomenon has been already seen in other organic molecules [28, 29] and it is 

probably due to a stronger molecule-substrate interaction which causes a molecule alignment more 

perpendicular to the substrate in the case of the thinner films.  
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Figure 4.5 Topological 10 x 10 �m2 AFM images of PDI-8CN2 film surface. On the left, line profiles of S2 

and S4 are shown. 

Table 4.1 Values of the surface root-mean-square roughness �RMS and of the d(001) interlayer spacing as 

determined by AFM and XRD analysis respectively.   

Sample Thickness (nm) �RMS (Å) d (001)

S1 6 14 ±1 22.2 ± 0.1 

S2 10 13 ±1 20.7 ± 0.1 

S3 20 15 ±1 20.0 ± 0.1 

S4 42 19 ±1 19.8 ± 0.1 

S5 70 23 ±1 19.8 ± 0.1 
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Figure 4.6 XRD measurements of PDI-8CN2 thin films of different nominal thicknesses (6, 10, 20, 42 and 

70 nm) sublimated on bare SiO2.

4.3.2 Photoluminescence (PL) and excitation-resolved photoluminescence (PLE) 

analysis 

In order to get information on the possible presence of near band-edge states and on optical 

transition levels in PDI-8CN2 films, we performed photoluminescence (PL) and excitation-resolved 

photoluminescence (PLE) analysis. The PL spectra give a direct indication of energy distances 

between the electronic levels, including excitons energies, excimer transitions energies and sub-gap 

transitions involving defect states. In turn, the excitation photon energy in PLE analysis was varied 

from 1.98 eV (corresponding to 625 nm excitation wavelength) to 2.5 eV (corresponding to 496 nm 

excitation wavelength), thus scanning the energy range from sub-bandgap to interband (i.e. HOMO-

LUMO) transition energies and allowing to determine the spectral shape of optical absorption of 

organic films. In our case, direct determination of the absorption coefficient was not possible due to 
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the presence of the optically opaque Si/SiO2 substrate, but it can be extrapolated from PLE analysis. 

Such a replacement is commonly used in the organic semiconductor literature (for example see Ref. 

[30]) and can be properly made in the case of thin films. In fact, as the intensity of the total PL 

signal is proportional to the total amount of optically absorbed energy, for a material of thickness d 

and absorption coefficient �(�) at excitation frequency �, energy conservation considerations lead 

to the following expression relating the total PL signal and absorption coefficient [31]: 

( ) ( )( )( )0 0 expPLI Q I I dω α ω= − −   

where I0 and I0 exp(��d) represent the excitation intensities at sample input and output surfaces and 

where the Q coefficient represents a total conversion factor. Therefore, it can be noticed that in the 

case of optically thin films one gets IPLE(�) ~ Qd�(�) (where IPLE is defined as I PL/I0). This 

expression confirms that the PLE spectrum carries the information of optical absorbance.  

Similar spectral features in the PL emission spectra were observed in all samples. In particular, all 

PDI-8CN2 films exhibited broad emission spectra approximately peaked at 1.85 eV photon energy 

and whose profiles were not symmetric with respect to their centre. Representative peak-normalized 

PL spectra are reported in Figure 4.7 (solid black curves) for samples S3, S4 and S5. It can be 

recognized that the centre of mass of the emission profile does not coincide with the peak position, 

suggesting therefore the presence of more than a single PL band. The spectra could indeed be 

satisfactorily described as superposition of two Gaussian emission bands, shown in Figure 4.7 as 

dotted curves. Finally, the excitation spectra obtained by PLE measurements are reported in Figure 

4.7 as open circles. To help comparison between the different plots, vertical dotted lines have been 

inserted to mark the energy positions of the excitation edge (E0) and of the first excitation resonance 

(corresponding to optical absorption peaks) indicated as E1. It is worth underlining that no 

significant sample-to-sample variation in the latter values is evidenced. 
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Figure 4.7 Peak-normalized PL (black curves) and PLE (yellow circles, arbitrary units) spectra of samples 

S3, S4 and S5. The dotted curves are the Gaussian component used to decompose the PL spectra, obtained 

by double-Gaussian best fit of the PL data. To help comparison, approximate energy position of the 

excitation onset (E0 ~ 2.08 eV) and of the first excitation resonance (E1 ~ 2.28 eV) are marked by vertical 

dashed lines. 

In all samples the PL peak was significantly red-shifted from the absorption edge and the high-

energy tail of PL emission partially overlapped the absorption edge. Interesting considerations can 

be derived from our PL and PLE findings. Even if no specific references are available to elucidate 

the nature of PL-active states in PDI-8CN2, it is worth citing a recent in-situ PL analysis performed 

on molecular films of perylene cores [32]. In this work, authors evidenced different spectral 

contributions originating from excimers and from defects states at room temperature, with the 

former contributing to a PL peak significantly red-shifted (�E ~ 540 meV) with respect to the 0-0 

monomer transition [32 33]. These results resemble very closely to the ones here reported for PDI-

8CN2, whose PL also can be decomposed as a superposition of two contributes, one approximately 

peaked at Ea=1.76 eV (red dotted curve in Figure 4.7) and another at about Eb=1.90 eV (blue dotted 
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curve in Figure 4.7). It has to be noted that the energy distance between Ea and the first absorption 

transition (E1) is |E1 � Ea| ~ 520 meV, almost equal to the result reported by Chen and Richardson.32

We also underline that the second emission band occurs at photon energies very close to the onset 

of optical absorption E0 evidenced by the PLE spectra. On these basis, the PL components peaked at 

energies Ea and Eb can be reasonably assigned to excimer emission and below bandgap defective 

states, similarly to Ref. [67]. This allows to sketch a scheme for PDI-8CN2 states occupation at 

equilibrium in which defect states accumulating below the LUMO edge are prevalently occupied 

and absorption transitions at photon energy below the E0 edge are prevented by state-filling (i.e. 

Pauli exclusion principle). In this situation, electrons occupying defective states below the LUMO 

edge and near band-edge states slightly above E0 can recombine with holes created by supra-

bandgap optical excitation, thus explaining why the near band edge transitions at photon energy less 

than E0 are observed in emission spectrum and not in excitation spectrum. Very importantly, the 

above described scheme for near band-edge states occupancy implies a pinning of the Fermi level 

close to the LUMO edge and, as a consequence, a non-negligible occupation of LUMO states at 

finite temperature. This supports the presence of mobile electrons able to spatially redistribute 

themselves in as-grown PDI-8CN2 films. A very direct evidence of LUMO occupation was obtained 

by recent ultraviolet photoemission spectroscopy investigations evidencing a Fermi level positioned 

very close to the LUMO edge in PDI-8CN2 films [34]. These results are in perfect agreement with 

Ref. 35, where the presence of mobile bulk electrons in PDI-8CN2 thin-film transistors using non-

passivated SiO2 layers as gate dielectric is outlined by the observation of negative threshold 

voltages accompanied by measurable source-drain currents at null gate voltage. 

4.3.3 Dependency of the PDI-8CN2 film SHG signal on the thickness and on the 

substrate 

The experimental �/p and �/s plots obtained for PDI-8CN2 films deposited on pristine and HMDS-

treated SiO2 are reported in Figure 4.8. respectively, for some of the investigated samples (to 



84

improve the read-ability of the graphs, the �p curves for S3 and S6 samples in Figure 4.8 a) and for 

S6 sample in Figure 4.8 b) are omitted). For all samples we checked that the detected intensity 

signal exhibited the expected quadratic dependence vs. input laser energy (i.e. I2ω∝Iω
2), thus 

confirming that no artifact signals were acquired. Furthermore, detected SHG signals were found be 

stable in time, indicating that the interface properties of organic films were not noticeably altered by 

the irradiation. In all investigated PDI-8CN2 films the polar SHG patterns Is(α) and Ip(α) were 

found to be in agreement with the functions in Eqs. 4.20, representative of an average isotropic 

symmetry extended over the size of the optical interaction spot. Occurrence of planar isotropy was 

indeed predictable considering that optical excitation probes a surface area including a very high 

number of elongated domains with random in-plane orientation. As a rough estimation, we can take 

the in-plane correlation length ξ as a characteristic average size of an ordered domain. Considering 

typical ξ values ranging from about 80 to 150 nm, an estimated number of 106 randomly- oriented 

domains are probed on average in our measurements, thus smoothing out local in-plane anisotropy 

of individual domains. In Figure 4.9 the best-fitting values |�zxx| susceptibility coefficient extracted 

from the �-in/p-out curves are plotted as a function of PDI-8CN2 film thickness.

It can be seen that for films grown on both untreated and HMDS-treated SiO2 the SHG 

susceptibilities exhibit a peculiar behaviour, characterized by a thickness (d) dependence at smaller 

film thicknesses, followed by a plateau for increasing d values. Remarkably however, the spatial 

profile and the characteristic ��saturation length�� of the thickness-dependent SHG susceptibility 

are found to be modified by previous HMDS treatment of the SiO2 surfaces.  
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Figure 4.8 �-in/p-out SHG intensity for PDI-8CN2 films deposited on pristine SiO2 a) (samples S1, S2, S4 

and S5) and on HMDS-treated SiO2 b) (samples S1, S2, S3, S4 and S5). Full lines represent the best-fit 

curves obtained by using Eq. 4.20. 

Figure 4.9 |�zxx| susceptibility obtained by best fit of polarization resolved SHG �-in/p-out data using Eq. 

4.20 vs. PDI-8CN2 film thickness deposited on a) pristine SiO2 and b) HMDS treated-SiO2. The dotted lines 

are guide to the eye. 
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4.4 Interpretation model: Debye-Huckel screening built-in electric 

field 

The SHG results shown in Figures 4.8 and 4.9 indicate that the probed ��SHG-active�� non-

centrosymmetric region is not confined to 1-2 molecular layers only (as in standard 

surface/interface-related optical nonlinearity). Instead, it extends for several nanometers and defines 

a finite volume, corresponding to a semiconductor thickness above which the SHG amplitude 

saturates. Thus, the nonlinear polarization P2� is not strictly confined to the surface layer. 

According to the discussion reported in section 4.1, this suggests the activation of electric field-

induced nonlinear polarization localized on a scale of few molecular layers. Moreover, we found 

that the extension of the SHG-active region is different in HMDS-treated simples in comparison 

with bare SiO2 simples. As aforementioned, we found that the HMDS treatment of SiO2 substrates 

does not influence significantly the morphology of thermally-evaporated PDI-8CN2 films nor it 

affects the optical properties of the deposited films (e.g. refractive index and extinction coefficient), 

as these latter depend on the specific molecule and on the molecular packing only. Therefore, it is 

not likely that the different thickness-dependent SHG patterns exhibited by film deposited on 

pristine (Figure 4.8 a) and HMDS-treated SiO2 (Figure 4.8 b) surfaces can be attributed to linear 

optical effects. In addition, a possible SHG dependence on film thickness due to optical interference 

between two SH waves generated at film surface and interface is also unlikely for two reasons. First, 

such an effect should lead to an sinusoidal oscillatory behaviour of SHG efficiency, which, instead, 

is not observed. Second, this would not explain the differences in the results shown in Figures 4.8 

and 4.9, since HMDS treatment of SiO2 does not modify the optical path in bulk PDI-8CN2.  

Bearing in mind the above consideration, we develop and discuss a possible interpretation model, 

based on occurrence of EFISHG phenomenon. As we showed in Section 4.1, the EFISHG term, 
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arising from the local presence of a static electric field giving rise to a nonlinear polarization whose 

expression (using tensor notation) is: 

(4.21) 

where Edc (z) is assumed to be directed along the normal to material surface due to the isotropy of 

the system in the (xy) plane. As demonstrated by J. E. Sipe by means of a Green function formalism 

for surface optics [36], the output SH electric field E2� generated by a polarization P(z) and radiated 

in reflection geometry is given by: 

(4.22) 

We fix the origin of z axis (z = 0) at the buried SiO2/PDI-8CN2 interface, so that the amplitude of 

the output field is obtained by putting z = d = (semiconductor thickness) in the previous equation. 

Using the Eqs. 4.21 and 4.22 we obtain: 

where the fundamental and SH fields are expressed as Ei(x, y, z) = Ei(x, y) · exp(�iqiz), so that 

( )2 cosi i i iq nπ λ ϑ= ⋅ �  represents the wave-vector component perpendicular to sample surface of the 

i-th field (i = � for the fundamental field, i = 2� for the SH field) and in�  indicates the PDI-8CN2

complex refractive index. It is to be noted that nω� can be safely considered as a real quantity (as 

negligible optical absorption occurs in PDI-8CN2 at the fundamental wavelength �� = 1064 nm), 

while absorption is instead not negligible at SH wavelength �2� = 532 nm and a finite imaginary 

part �2� in the complex refractive index 2n n iω ω ωκ2 2= +� �  has to be considered [37]. Eq. 4.23 can 

therefore be rewritten as: 

(4.23) 

(4.24) 
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where 

 and where the quantities 	 and LC are the optical attenuation length and the coherence length for 

reflected SH wave, respectively, whose expressions are: 

  

Combining the Eqs. 4.13 founded for the generalized SHG susceptibilities with the Eq. 4.25, we 

obtain the following expression for the effective �zxx susceptibility: 

We show now that the occurrence of a net uncompensated charge localized about the SiO2/PDI-

8CN2 interface can account for the peculiar behaviour obtained for SHG susceptibility |�zxx|. To this 

aim, we underline that the organic molecules in our SHG experiments are in the neutral state (no 

external bias is applied): as a consequence, any possible accumulation of localized charge has to be 

compensated by redistribution of opposite charge in order to guarantee the overall charge neutrality. 

Such a redistribution will give rise to a built-in electric field Edc(z) that screens out the unbalanced 

local charge, contributing also for an EFISHG term in the total SHG response. The spatial profile 

E
dc(z) of the electrostatic field is of course ruled by the Poisson equation that, in the general case, 

has to be solved numerically [38, 39] due to its intrinsic non-linear nature (i.e. the charge density �

itself depends on the local value of electrostatic potential 
). However, a simplified analytical 

expression for Edc(z) can be obtained under assumption of Debye-Huckel approximation, consisting 

in a linearization of the � vs. 
 dependence. In the case of a non-degenerated n-type semiconductor 

at temperature T, such approximation leads to a exponentially-decaying built-in electric field 

characterized by a screening length LD: 

(4.25) 

(4.26) 

(4.27) 

(4.28) 
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In spite of its simplicity, the above expression for the electric field takes into account the main 

features observed for SHG susceptibilities of PDI-8CN2. In fact, using Eqs. 4.25 and 4.29 the field-

dependent quantity F(d) becomes: 

It is easily seen that the modulus of Eq. 4.30 describes a thickness-dependent quantity that increases 

for d < LD, followed by saturation and attenuation as film thickness approaches the attenuation 

length 	, thus reproducing the results determined experimentally (see Figure 4.9). A simple 

expression for tot

zxxχ  can be obtained in the case where the built-in electric field extends up to a 

screening length LD lower than the SHG coherence length LC. Using a first-order Taylor 

approximation [ ]( )exp 1Ciz L− �  we obtain: 

that we used to fit the experimental SHG susceptibilities |�zxx| (d) of the PDI-8CN2 films. The 

obtained results are reported in Figure 4.10, where full circles and dashed line represent the 

experimental data (obtained by polarization resolved-SHG analysis, Eq. 4.20 and the best-fit curves, 

respectively. As a reference, the average experimental value of |�zxx| amplitude of un-deposited 

substrates is also reported (open triangle). A good qualitative agreement between the experimental 

data and the model prediction is evidenced, obtaining values of about 0.6 (untreated SiO2) and 0.2 

(HMDS-treated SiO2) for 3 0
dcEγ  and of 10 nm and 38 nm for the screening lengths LD (untreated 

and HMDS- treated SiO2, respectively). This allows to sketch some conclusion as follows. 

Inspection of Eq. 4.31 shows that the initial slope of ( )d

zxx dχ  is dictated by the 3 0
dcEγ  term (i.e.   

( ) 3 0
tot S dc

zxx zxxd E dχ χ γ+�  for small d values). As �3 is a bulk quantity and therefore unlikely to be 

(4.29) 

(4.30) 

(4.31) 
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affected by substrate treatment, the lesser slope exhibited by samples grown on HMDS-treated 

substrates suggests that HMDS coverage reduces the electrostatic field (and, in turn, the local 

electrostatic charge) just about at the SiO2 interface with the organic layer. Furthermore, the longer 

screening length obtained for samples grown on HMDS-treated substrates suggests these latter are 

characterized by a lesser concentration of mobile charges, so that a larger volume is needed to 

screen out the charge immobilized at SiO2 surface. In short, experimental findings suggest a role of 

SiO2 passivation in reducing the amount of immobilized and mobile charge at the interface with the 

gate dielectric and in the semiconductor. 

Figure 4.10 Full circles: |�zxx| SHG susceptibility obtained by PR-SHG analysis of the PDI-8CN2 films 

grown on untreated SiO2 (full circles) and HMDS-treated SiO2 (open circles). Curves: best fit of 

experimental data (dashed curve: films grown on untreated SiO2; dot-dashed curve: films grown on HMDS-

treated SiO2) obtained by Eq. 4.31. Green triangle: average experimental value obtained for undeposited 

Si/SiO2 substrates.  

These findings confirm the proton migration model for n-type TFTs proposed in Section 3.6. 

According to this model, reduced organic molecules coming from the reaction between water 

molecules adsorbed at interface and organic molecules can account for the current observed in 

absence of gate when PDI-8CN2 is grown on untreated SiO2 and for the build-up of the screening 

field E
dc(z) involved in EFISHG contribution, while the negatively charged SiO- groups act as 
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interfacial fixed charges that initiates the screening field. As HMDS treatment acts by reducing the 

surface concentrations of the silanol groups and of the adsorbed water molecules, this results in both 

a decrease in interfacial fixed charges concentration (SiO- groups) and in mobile bulk charges 

concentrations, in agreement with the conclusions deduced from SHG analysis.    

Conclusions 

In conclusion, in this work we investigated on the possibility to employ optical second-harmonic 

generation as a technique to perform contact-free and spatially-selective probing of electronic 

distribution in PDI-8CN2 molecular films deposited on SiO2 dielectric layers. In particular, we 

sought evidences of inversion symmetry-breaking charge distribution at the buried PDI-8CN2/SiO2

interface and/or in the organic semiconductor layer, through analysis of SHG dielectric 

susceptibilities in PDI-8CN2 films of variable thickness and deposited on untreated and HMDS-

treated SiO2 layers. In all investigated cases the results pointed out a finite three-dimensional SHG-

active semiconductor region in which spatial distribution of charge carriers lacked inversion 

symmetry, suggesting the presence of an internal built-in electrostatic field that leads to an 

additional contribution to SHG. Experimental findings are modelled in terms of electric field-

induced SHG phenomenon initiated by net charges lying at the top of SiO2 gate dielectric layer and 

inducing a non-uniform charge distribution (or, equivalently, a Debye-like screening field) in bulk 

PDI-8CN2. SiO2 surface passivation by HMDS has been found to play a relevant role in ruling the 

strength of the interface field and its spatial distribution. Photoluminescence and excitation-resolved 

photoluminescence characterizations have been also performed, supporting the presence of mobile 

charge carriers in PDI-8CN2 and reinforcing the proposed interpretation. The experimental results 

can be interpreted as a consequence of reduction-oxidation reactions involving PDI-8CN2, water 
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molecules and surface silanol hydrolysis. This supports the hypothesis that the operation 

instabilities for n-type OFETs is related to proton diffusion in bulk SiO2. 
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Chapter 5 

Electronic and structural properties at the 

interface between PDI-8CN2 and gold 

This chapter deals with a detailed investigation, performed through several techniques (AFM, XPS 

NEXAFS), about the interface bonding of PDI-8CN2 thin films deposited on Au(111) single 

crystals .  

Analyzing films with different thickness (from the monolayer to the multilayer regime), we find 

that the interaction between PDI-8CN2 and gold is quite strong , leading to the formation of a 

chemical bond between PDI-8CN2 molecules and metal. CN groups are pointed out as the main 

species involved in the chemisorptions process. NEXAFS data indicate that the molecules 

experience a thickness dependence reorientation, assuming prevalently a flat laying position when 

in direct contact with the gold surface and a more upright standing position with increasing film 

thickness. Moreover, we find that 2D growth mode with molecular stepped terraces is achieved 

adopting low deposition rates. 

5.1 Experimental methods 

5.1.1 Photoelectron spectroscopy

Nowadays photoelectron spectroscopy (PES) is the most successful tool to investigate interface 

electronic properties. The PES working principle is based on the photoelectron effect, where 

electrons are emitted from matter (metals and non-metallic solids, liquids or gases) as a 

consequence of their absorption of energy from electromagnetic radiation with a frequency greater 
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than a critical threshold frequency. The emitted electrons, referred as �photoelectrons� have kinetic 

energy Ekin determined by the Einstein relationship [1]: 

(5.1) 

where h� is the energy of the incident radiation, and Eb the binding energy of the emitted electrons. 

Depending on the excitation photon energies, PES is usually classified as ultraviolet (energy range: 

10 eV to 100 eV) and X-ray (100 eV and above) photoelectron spectroscopy, UPS and XPS, 

respectively. In both cases, PES is a surface sensitivity technique which can be widely applied to 

investigate the physical properties of surfaces, interfaces, and thin films [2, 3, 4]. More in detail, the 

surface sensitivity degree is related to the region depth below the surface from which the electrons 

are able to escape. This depth is proportional to the inelastic mean free path (IMFP) of the electrons, 

defined as the average distance travelled by an electron through a solid before it is inelastically 

scattered. Hence, IMFP is determined by the electron kinetic energy Ekin and its behaviour as a 

function of Ekin is similar for a wide range of materials, being described by a universal curve [5]. In 

practice, the surface sensitivity of a PES experiment can be controlled tuning the incident photon 

energy [6]. Tipically, the IMFP is on the order of tens of Angstroms for XPS [7] and less than ten 

Angstroms for UPS [8].  

XPS is commonly used to investigate high binding energy of deep lying localized occupied states, 

that is core level region. The exact binding energy of the core levels gives valuable information on 

the chemical environment and bonding configuration of specific atom species. Hence, XPS is an 

information-rich method which provides qualitative and quantitative information on all the elements 

present (except H and He). XPS analyses are performed by first checking the presence of 

extraneous atoms related to unexpected chemical species [5, 9]. To this aim, a wide scan or survey 

scan spectrum, covering a range of about 1000 eV, is usually taken. Then, to look in more detail at 

specific features found in the wide scan spectrum, high-resolution scans, acquired over smaller 

kin bE h Eν= −
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ranges (about 20 eV), are performed. In Figures 5.1 survey spectrum (a)) and the detail spectra (b), 

c), d)) recorded for a PDI-8CN2 thin film are shown. 

In general, the integrated peak area of an element in a compound Ai is function of the 

photoionization cross section �i, the detection efficiency � and transmission Ti of the spectrometer, 

the incident photon flux �0, the number of the photoemitting atoms ni, according to the following 

formula: 

(5.2) 

where �i is the inelastic mean free path. The photoionization cross section, �i, represents the 

probability of the ionization of a subshell [5]. Adopting a ratio procedure, for example for two 

elements 1 and 2, as following: 

(5.3) 

it is possible to determine the atom fraction for a certain element: 

(5.4) 

and generalising: 

(5.5) 

where S is the atomic density factor defined as i i i iS Tσ λ= . 

Due to different chemical environment, contributions related to the same element are expected to 

show differences in their binding energies [10, 11]. This variation of the binding energy is called 

chemical shift and it is due to the fact that neighbouring chemical bonds determine the local 

electrostatic potential for the core level of an atom. Examples of chemical shifts are shown in 

Figure 5.2 b) and 5.2 c). Thus, to maximize the information extracted from XPS spectra, the area 

and the binding energy for each contribution must be determined. A way to analyse the data is the 

use of a fitting procedure. 
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Figure 5.1 a) Survey scan, b) C 1s (resolved into component peaks), c) N 1s and d) O 1s core level spectra 

of PDI-8CN2 thin film deposited on Au(111). 

1000 800 600 400 200 0

Au 4f

O 1s N 1s
In

te
n

s
it
y
 (

a
.u

.)

Binding energy (eV)

Survey scan

C 1s

a)

536 535 534 533 532 531 530 529

In
te

n
s
it
y
 (

a
.u

.)

Binding energy (eV)

O 1s

d)

292 290 288 286 284 282

In
te

n
s
it
y
 (

a
.u

.)

Binding energy (eV) 

C 1s

C-O

C-C

b)

404 403 402 401 400 399 398 397 396

N-C

In
te

n
s
it
y
 (

a
.u

.)

Binding energy (eV)

N≡C
N 1s

c)



99

The fitting curves can be described with a Voigt profile, i.e., a convolution of a Gaussian and a 

Lorenzian profile. This arises from the fact that the observed line shape of the XPS main features is 

determined by different contributions. Intrinsic lifetime broadening and vibronic broadening lead to 

a Lorenzian profile, while experimental contributions and inhomogeneous have a Gaussian profile. 

The lifetime of the core hole is determined basically by the Heisenberg uncertainty principle. For 

example, the Lorenzian width for the C 1s orbital is around 80 meV, and for O 1s orbital is around 

100 meV in organic materials [11]. The Gaussian contribution is related to the resolution of the 

analyser, the not perfect monochromaticity of the X-ray and non homogeneity of different nature 

[12, 13, 14].  

UPS are used to investigate occupied electronic states into the valence region (VR). The VR 

photoelectrons come from electronic levels with a rather delocalized nature of the corresponding 

wavefunctions. Such levels could be the valence bands of extended systems or �- and �-orbitals of 

molecules [15]. A typical UPS spectrum of a PDI-8CN2 thin film is shown in Figure 5.3. At highest 

kinetic energies the signal comes from the photoelectrons laying in the highest occupied states of 

the sample, that is the Fermi level (EF) for a metal or the highest occupied molecular orbital 

(HOMO) for an organic layer. The electrons with very low kinetic energy are inelastically scattered 

(within the sample) photoelectrons, i.e. secondary electrons, which were barely able to leave the 

sample in the limit of Ekin = 0 eV. The sharp low energy cut-off (called secondary electron cut-off, 

SECO) is a direct measure of the local vacuum level (EVAC) position at the surface of the sample, as 

the electrons have just enough energy to overcome the sample work function �sample.  

However, in a real experiment the Fermi levels of the sample and the spectrometer are aligned in 

thermodynamic equilibrium. In most cases the work function of the spectrometer �spec will be 

different from �sample and all electrons with Ekin < �spec - �sample would not be able to enter the 

spectrometer. In order to overcome this potential barrier and enable the measurement of SECO, a 

negative potential of a few volts USECO is applied to the sample, rigidly shifting all its energy levels 
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upwards relative to the spectrometer. Now the measured kinetic energies are higher by the amount 

of the applied negative potential. 

Figure 5.3 UPS experiment for gold Au(111) single crystal (below) and PDI-8CN2 thin film (above). The 

HOMO level of the organic molecule is located at ~ 2.8 eV and its extracted work function � is 4.75 eV. 

UPS measurements give information on the most relevant parameters in the context of 

organic/metal interfaces: the sample work function �sample, the organic material�s ionization energy 

IE, and the hole injection barrier HIB can be readily determined. The IE is defined as the separation 

from the HOMO level to the vacuum level. The HIB is commonly defined as the energy difference 

between EF of the metal and the HOMO level.  

(5.6) 

(5.7) 
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5.1.2 Near edge absorption fine structure spectroscopy 

Near edge absorption fine structure (NEXAFS) spectroscopy is a powerful technique that provides 

information on the chemical bonding, electronic structure and molecular orientation of molecules. 

This technique was devised in the 1980s, in order to resolve the structure of molecules bonded to 

surfaces and since then it has been applied to many molecules and materials [16]. 

NEXAFS is the absorption of X-ray radiation close to a given edge. During the measurement the 

sample is irradiated with monochromatic X-rays. The energy of the X-rays is varied in a region of 

about 30 eV above the edge and absorbed X-ray intensity is measured. Since each element has its 

own binding energy, i.e. absorption energy and, consequently, absorption edge, therefore, NEXAFS 

is element specific [17]. The absorption process results in a photoelectron and a core hole. The hole 

is subsequently filled by an electron either radiatively by the emission of a fluorescent photon (X-

ray fluorescence), or non-radiatively by the emission of an Auger electron. Both channels are direct 

measure of the existence of a core hole created by the X-ray absorption and are therefore a measure 

of the absorption cross section. In principle, either channel can be detected, but for lower energy X-

ray absorption, Auger processes dominate [18, 19]. 

From an experimental point of view, in NEXAFS the main challenge is getting an X-ray radiation 

that can be tuned in energy. Nowadays, the synchrotron radiation is typically used to perform 

NEXAFS measurements, because it covers a wide range of the electromagnetic spectrum. In 

addition, the brillance, the intensity and the level of polarization of this radiation overcomes by 

many orders of magnitude those of the most conventional X-ray sources [20]. For the detection, 

various methods can be chosen. In the total electron yield (TEY) detection, all electrons emerging 

from the surface (i.e. Auger plus secondary electrons) are detected. The electrons can be detected 

with a channeltron or, alternatively, the current between sample and ground can be simply measured 

with a multimeter down to the picoampere regime. This detection mode yields high signal intensity, 

but low signal-to-background ratio, due to low energy electrons. To reduce the background, the 

lower kinetic energy electrons can be suppressed by applying a retarding voltage before the 
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electrons enter the channeltron. This is done with the partial electron yield (PEY) method. A further 

method is the Auger electron yield (AEY) detection, where only elastically scattered Auger are 

recorded. The AEY mode provides the best signal-to-background ratio and it also improves the 

chemical sensitivity, since the analyser energy is tuned to an element specific Auger line (e.g. O-

KLL at 512 eV, C-KLL at 266 eV). In addition, the highest surface sensitivity can be obtained in 

AEY.  

Although the X-ray photons penetrate several �m deep into the sample, the electrons generated at 

that depth do not emerge from the sample. The inelastic scattering process leads to an electron 

cascade, of which only those electrons with sufficient energy to overcome the work function of the 

material will escape the surface. The resulting effective escape depth- and therefore the information 

depth of electron yield NEXAFS- has been estimated to be in the range of 5 nm for metals and 

semiconductors [16]. The surface sensitivity can be further enhanced by suppressing lower kinetic 

electrons. In this way only those electrons that emerge from the outermost surface region (~3 nm) 

are detected.  

In Figure 5.4 a typical NEXAFS spectrum is shown. The spectrum shows the atomic 

photoabsorption cross section as a function of the excitation photon energy for values from just 

below the ionization threshold up to around 50 eV above it. Usually, the energy dependence of the 

atomic photoabsorption cross section resembles a step function. The step results from the excitation 

of the core electron to a continuum or quasi-continuum of final states. Around the ionization 

threshold, resonant transitions are superimposed on the step-like shape. Such transitions occur if the 

energy of the incoming photons matches exactly the energy difference between the initial state and 

an unoccupied (molecular) state. Unfilled molecular orbitals are labelled as �*- or �*- orbitals 

according to their symmetry. The lowest unoccupied molecular orbital of a �-bonded diatomic 

subunit of a molecule is usually a �*-orbital, while �* -orbitals are found at higher energies. The 

measured width of a resonance is determined by the resolution of the instrument (resulting in a 



103

Gaussian lineshape), the lifetime of the excited state (resulting in a Lorentzian lineshape) and the 

vibrational motion of the molecule leading to an unsymmetrical broadening [18]. 

Figure 5.4 Schematic potential (bottom) and corresponding NEXAFS K-shell spectrum (top) of a diatomic 

molecular group. Adapted from Ref. [18].  

In addition to the information on the electronic structure of molecules or molecular fragments, 

NEXAFS can also reveal information about their orientation. For this purpose, the polarization 

characteristics of synchrotron radiation are exploited. By taking NEXAFS measurements at two or 

more angles of incidence of the X�rays, the spatial orientation of an orbital can be extracted. 

The quantum mechanical description of the excitation process for a single electron in the dipole 

approximation leads to an equation relating the initial state, �i, and the final state �f, to the 

absorption cross section, �x (Fermi�s Golden Rule): 

(5.9) 

with e being the unit electric field vector, p the dipole transition operator, and �f (E) the density of 

final states.  

( )
2

x f i f Eσ ρ∝ ⋅� e p �
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Bonds and the associate molecular orbitals are highly directional and the spatial orientation of an 

orbital, i.e. the direction of maximum orbital amplitude on the excited atom, determines the angular 

dependence of the K-shell spectra. Therefore, the transition intensities depend on the orientation of 

the electric field vector relative to the orientation of the molecule. Note that �* -orbitals have a 

maximum orbital amplitude along the bond axis while �* -orbitals have maximum amplitude 

normal to the bond direction. 

In the case of linearly polarized light, the angular dependence of the matrix element of interest 

assumes a simple form. For a 1s initial state and a directional final state orbital the matrix element 

1f s� p �  points in the direction of the final state orbital and the transition intensity becomes  

(5.10) 

with � being the angle between the electric field vector, E, and the direction of the final state orbital. 

Hence, the intensity of a resonance is largest when the electric field vector E lies along the direction 

of the final state molecular orbital and vanishes when E is perpendicular to it, as schematically 

shown in Figure 5.5.  

Figure 5.5 Schematic representation of the changes in the �*-resonances intensities for different molecular 

orientations keeping a fixed (as example s-polarized) electric field polarisation. The �*-resonance is 

maximized when the overlap between the �*-orbital and the electric filed vector E is maximum.  

2cosI δ∝
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5.2 Experimental setups 

5.2.1 Photoelectron spectroscopy experiments 

Sample preparation and PES measurements were performed at the Institute of Physical and 

Theoretical Chemistry of the University of Tübingen, using an ultrahigh vacuum (UHV) system 

consisting of a substrate preparation chamber and an organic molecular beam deposition (OMBD) 

chamber, connected to an analysis chamber (base pressure 1 × 10-10 mbar). The analysis chamber 

was equipped with a SPECS Phoibos 150 electron analyzer and a monochromatic Al K	 source. The 

preparation chamber was equipped with a sputtering and annealing apparatus. The experimental 

setup is shown in Figure 5.6.  

Figure 5.6 Photo (above) and schematic sketch (below) of the experimental setup at University of 

Tübingen. QCM stands for quartz crystal microbalance.
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The energetic resolution, determined from the full width at half maximum (FWHM) of the Au 4f7/2 

line of a clean Au(111) crystal, was about 400 meV. The spectra were energetically calibrated to 

reproduce the binding energy (BE) of Au 4f7/2 (84.0 eV). Survey XPS spectra were recorded with an 

electron pass energy of 50 eV; detailed spectra were measured with 20 eV for C 1s, O 1s and N 1s 

core level spectra.  

5.2.2 Photoelectron and near edge absorption fine structure spectroscopy 

experiments at Bessy II 

PES measurements at different excitation photon energy and NEXAFS measurements were 

performed at the third-generation synchrotron radiation source Bessy II (Berlin) at the endstation 

chamber SurICat. The electron storage ring works in top up mode (ring current = 300 mA). The 

endstation is connected to the Optics-beam line, located at a dipole bending magnet. As 

monochromator a Plane Grating Monochromator, operating in collimated light (collimated PGM), 

allows beam energies ranging from 20 to 2000 eV. The beam exit slit at the beamline was 100 �m. 

The energy resolution E/�E was 6000 at 400 eV. The experimental setup consisted of 

interconnected organic evaporation, sample preparation (base pressure ~ 10-10 mbar), and analysis 

chambers (base pressure ~ 10-9 mbar) as schematically shown in Figure 5.7. In the sample 

preparation chamber, sputtering and annealing of the sample was possible. The analysis chamber 

was equipped with a SCIENTIA SES 100 electron energy analyzer. To record the core level spectra 

three photon energies were used: 330 eV, 640 eV and 1000 eV. The analyzer resolution was 320 eV. 

For all spectra an analyzer pass energy of 20 eV was used, except for XPS survey spectra (Epass = 50 

eV). The NEXAFS spectra were normalized by taking the clean substrate signal and the ring current 

into account. All spectra were scaled to give an equal edge jump.
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5.2.3 Sample preparation

PDI-8CN2 (Polyera ActivInk N1200) thin films were deposited on Au(111) single crystal, 

purchased from Mateck GmbH. The substrate was prepared by several cycles of Ar+ ion sputtering 

and annealing (600 V, 30 minutes). The single crystal was annealed after the sputtering at 

approximately 800 K to obtain the expected herringbone reconstruction. After any cleaning cycle 

the substrate was checked by XPS [9]. The cleaning cycle was repeated until XPS showed no trace 

of contaminants. As an example, a survey spectrum performed on the Au(111) single crystal after 

the cleaning process is shown in Figure 5.8. No deposition has been performed on contaminated 

substrate. PDI-8CN2 thin films were deposited by OMBD, keeping the substrates at room 

temperature. The evaporation rate was 2 Å min-1. It was determined by using a quartz microbalance 

and the deposition rate was cross-checked by using the attenuation of the XPS substrate signal after 

deposition.  

Figure 5.7 Schematic drawing of the experimental setup SurICat at the synchrotron light source BESSY II 

(top view). The sample analysis chamber is situated below the preparation chamber and the manipulator is 

the same in both cases. Both chambers are separated by a manual valve. QCM stands for quartz crystal 

microbalance [21].  
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5.3 Results 

5.3.1 Morphology of PDI-8CN2 films on gold

To get information on the morphological structure of PDI-8CN2 thin films deposited on Au(111) 

single crystal, we performed AFM analysis. As clearly shown in Figure 5.9, thin films grow 

displaying a strong tendency to island formation. The films (with a root-mean-square (rms) 

roughness value of 2.0 nm) consist of islands characterised by flat terraces, few hundred nanometres 

large. The terraces have a stepped morphology with steps 2 nm high. The step high is very close to 

the unit cell c-axis length. This result hints at the fact that, in the thicker films, PDI-8CN2 unit cell is 

arranged with the c-axis (the long axis) almost perpendicular to the substrate surface, as 

schematically sketched in Figure 5.9 d). Further details on the growth mode can be obtained 

investigating thickness dependent XPS measurements.

Figure 5.8 XPS survey spectrum of the cleaned Au(111) single crystal used in this work. 
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Monitoring the XPS signal attenuation of the substrate during the growth, it is possible to identify 

which growth mode occurs. For layer-by-layer growth, the substrate signal intensity decreases up to 

the completion of the next full monolayer. For a 3D growth mode, the intensity decay will be much 

slower. An intermediate behaviour is shown by the layer-plus-island (or Stranski-Krastanov) growth 

[22, 23, 24]. In Figure 5.10 the attenuation of the XPS substrate signal of Au4f peak as a function of 

the thickness film is shown. The attenuation curve exhibits two different slopes with a crossover 

between the two regimes at 10 minutes (that corresponds to a nominal thickness of 20 Å). This 

behaviour hints at a Stranski-Krastanov growth mode, in agreement with AFM analysis.  

Figure 5.9 a) A 2 �m x 2 �m AFM image of a PDI-8CN2 thick film (122 Å) showing the typical island 

morphology. b) Magnified view of a). c) Line profile revealing the molecular steps with a height of about 2 

nm. d) Schematic representation of PDI-8CN2 molecular orientation in the last layers of the thicker films.  
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5.3.2 Thickness dependent core level analysis 

Thickness-dependent C 1s, N 1s and O 1s core level spectra of PDI-8CN2 thin films are shown in 

Figure 5.11. The C/O, C/N and O/N intensity ratios, obtained from the XPS curves, are in good 

agreement with the stoichiometric expected values (see Table 5.1). Therefore, we can infer that the 

molecules are intact upon evaporation and deposition. With increasing the nominal thickness, we 

observe strong changes in the spectrum line shape and in the peak intensities. Starting with the 

analysis of the C 1s core level spectrum of the thickest film, we distinguish one main peak at about 

284.52 eV, a feature at higher binding energy and a small peak at about 288.55 eV. The main line is 

attributed to contributions related to the carbon atoms of the aromatic perylene core. This 

assignment mirrors the fact that the delocalized charge in the aromatic core screens more efficiently 

the core-hole state, resulting in a decreased binding energy. We identify two contributions in this 

peak: namely due to the signals from C-C-species (lower binding energy, Figure 5.11 ) and C-Hring-

species (higher binding energy, Figure 5.11) [25, 26]. The assignment of the C-C-species to the 

lowest binding energy indicates that the most efficient core-hole state screening happens in the 

internal ring C-C bonds, thanks to the cooperation in the screening of two adjacent rings. 

Figure 5.10 Attenuation of the Au4f XPS signal, normalized to the corresponding saturation signal, as a 

function of time during PDI-8CN2 deposition on Au (111) at RT. The two gray dotted curves represent the 

best fit.
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Theoretical values Thickest film (122 Å) Thinnest film (6 Å) 
C/O 10.5 9.9 9.7 
C/N 10.5 10 8.7 
O/N 1 1 0.9 

Table 5.1 Theoretical and experimental stoichiometric ratios for the thickest and the thinnest film. 

The broad feature at higher binding energy is due to signals coming from photoelectrons emitted 

from carbon atoms of the alkyl chain (C-Hchain) and from those bound to nitrogen atoms (C-N) 

[27,28] whereas the peak at 288.55 eV is related to the carbon atoms of the carbonyl group (C-O) 

[29].  

We observe that the C 1s core level spectrum of the thinnest film looks very different in comparison 

with the one of the thickest film. N 1s core level spectra show a similar behaviour (see Figure 5.11). 

Figure 5.11 Thickness-dependent C 1s, N 1s and O 1s core level spectra of PDI-8CN2 thin films deposited 

on Au(111) single crystals. 
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In this case the thicker films spectra are dominated by two peaks: the peak at 399.5 eV is associated 

with nitrogen atoms in the cyano groups (C
N) and the other peak at 400.6 eV is due to the 

nitrogen atoms in the imide groups [30]. At the interface, the film shows only a broad peak at 399.4 

eV. These observations suggest that PDI-8CN2 molecules are chemisorbed on gold. To further 

support this finding, we carry out an annealing experiment. In Figure 5.12 XPS spectra performed 

on the thin film before and after the annealing process is shown. 

The C1s and the O1s signals are still clearly visible after annealing the films at 701 K , in agreement 

with a strong molecule-substrate interaction. This interpretation correlates very well with the 

extended literature about the chemical affinity of the cyano groups towards gold [31, 32]. To 

distinguish and assign the main lines and satellite structures in detail and to figure out which atoms 

are involved in the chemical bond, a detailed lest-squares peak fit analysis was performed for the C 

1s spectra. Due to the complexity of the molecule, we could introduce several components in the fit 

function, one for each non equivalent species. However, a lot of them are beyond the resolving 

power of our experiment. Thus, in order to make the fit results quantitative and not purely 

speculative, we took into account four different carbon atom sites: (i) carbon atoms which are 

bonded to heteroatoms (C-N, C-O), (ii) carbon atoms of the alkyl chains bonded to carbon and 

Figure 5.12 XPS spectra before and after PDI-8CN2 thin film annealing at 701 K.
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hydrogen atoms (C-H)chain, (iii) carbon atoms of the aromatic perylene core bonded to carbon and 

hydrogen atoms (C-H)ring, (iiii) carbon atoms of the aromatic perylene core which are only bonded 

to carbon atoms (C-C). The peak assignments are based on the high electronegativity of the C-N 

and C-O-species, which leads to a shift to higher binding energies in the case of photoelectrons 

emitted from carbon atoms that are bound to nitrogen atoms, and even larger shifts when the carbon 

atoms are bound to oxygen. The fit results are shown in Figure 5.13. The photoemission lines were 

fitted using Voigt profiles (constant Lorentzian width of 0.08 eV and constant Gaussian width of 

0.85 eV) [33], keeping fixed the binding energy of the peak components as much as possible. The 

main peak parameters for the spectra in Figure 5.13 are summarized in Table 5.2. The spectra show 

a widely spread satellite structure, typical for aromatic �-conjugated molecules [34]. The S11 

satellite is related to the first HOMO-LUMO shake-up. Its energy position with respect to the main 

line (0.89 eV) is lower than the optical gap [35]. This effect is already seen in perylene-based 

molecules [36, 37, 38] and is due to the very strong rearrangement of the electronic system upon 

creation of a core hole-state. Looking at the different spectroscopic lines, we observe that, 

increasing thickness, they experience a rigid shift toward higher binding energy. This effect is 

shown on Figure 5.14 a), where the energy peak positions of the C-C, C-Hchain, C-N and C-O 

components are shown at different thickness. This shift, that is typical in many organic/metal 

systems, it is due to an improved screening of the core hole owing to the substrate charge screening 

in the layer at the interface. Another remarkable effect is shown by the peak relative intensities, as 

obtained from a best fit procedure. This behaviour is visible in Figure 5.14 b), where the C-C, C-

Hchain, C-N and C-O component intensities are plotted versus thickness. We observe that no 

variation occurs for the C-C species, whereas there is a clear dependence on the film thickness for 

C-Hchain, C-N and C-O peak intensity. This dependence appears for films thinner than 20 Å and 

saturates for thicker films. This allows us to estimate the extent of the interface effects 

(chemisorption plus image screening) in a range up to 20 Å in the organic material.



114

In addition, these variations not only confirm that the molecular bindings are strongly affected at the 

interface between PDI-8CN2 and Au(111) single crystals, but they also show that the interactions 

mainly occur between the substituent groups, with the perylene core that does not contribute to the 

Figure 5.13 Results of the peak fit analysis of the C 1s spectrum of the PDI-8CN2 thickest film (above) and 

thinnest film (below). Voigt functions with a fixed Lorentzian width of 0.08 eV and Gaussian width of 0.85 

eV were used for all peaks.  
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chemical bond, in analogy with what is already seen for other perylene-derivatives deposited on 

gold [39, 40, 41].  

Table 5.2. Fitting parameters for PDI-8CN2 thickest and thinnest film. 

  

5.3.3 NEXAFS analysis

As described in section 5.1.5, by NEXAFS it is possible to gain information about the unoccupied 

states, local charge distributions and molecular orientation. Figures 5.15 shows N 1s and O 1s 

EB (eV) 122 Å Intensity (%) EB (eV) 6 Å Intensity (%) 

C-C 284.52 32.63 284.25 37.3 

C-Hring 285.18 17.47 284.92 22.21 

S11 285.41 3.92 285.13 2.67 

C-Hchain 285.97 24.58 285.71 16.89 

C-N 286.7 6.53 286.44 5.33 

C-O 288.55 8.04 288.27 5.33 

Figure 5.14 Peak energy position a) and peak intensity b) of C-C, C-Hchain, C-N and C-O components 

versus film thickness. 

b) a) 

0 30 60 90 120

In
te

n
s
it
y
 (

a
.u

.)

( )

C-C

C-H
chain

C-O

C-N

0 20 40 60 80 100 120 140

284

285

286

287

288

289

P
e

a
k
 e

n
e
rg

y
 p

o
s
it
io

n
 (

e
V

)

Nominal thickness ( ) 

C-C

C-H
chain

C-O

C-N



116

NEXAFS spectra for different film thicknesses, taken in p-polarization and s-polarization. The 

detection was in TEY mode.  

Focusing firstly on the N 1s spectra, we can see that two main groups of resonances dominate the 

spectra. We can identify the �*-region up to about 403 eV and the �*-region above 403 eV. 

Analogously to XPS measurements, comparing the spectra of the film at the interface and the 

thicker films, the spectra differ very much: the �*-resonances change in intensity when going from 

the layer in direct contact with the gold surface, far away from the interface. The same observation 

holds for the O-K edge. This indicates that the density of states changes at the interface and in the 

thicker films when looking at the occupied states (XPS) and unoccupied states (NEXAFS). Since 

Figure 5.15 High resolution N K- (above) and O K- (below) thickness dependent NEXAFS scans, 

recorded with s- (right) and p- (left) polarisation of the incident X-ray beam. 
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annealing experiments demonstrate that organic molecules strongly interact with gold atoms, these 

changes can be ascribed to a chemical bonding which occurs at the interface. Looking at spectra 

taken at different polarization, we observe that the spectra show a clear dichroism depending on the 

polarization plane of the incident photon energy. This indicates that the molecules on top of the 

gold single crystals are arranged with the perylene diimide backbone adopting a position close to 

the flat lying, as inferred from the O-K- edge dichroism. However, a reorientation of the molecules 

takes place, beyond the first monolayer, with the molecules assuming a more upright standing 

position in thicker films, in nice agreement with the AFM profile (compare Figure 5.9).

5.3.4 Photon energy dependent core level analysis

As discussed, the agreement between the elemental XPS analysis and the molecular stoichiometry 

indicates that the molecules are intact after evaporation. Hence, we can rule out this as a possible 

reason for the C-Hchain intensity behaviour. However, dissociative adsorption could still cause 

changes in the C-Hchain intensity. Coupling the XPS results with the NEXAFS finding suggests that 

the changes in the C-Hchain intensity are related to the molecular reorientation in the films. To prove 

this aspect, we measure photon energy dependent XPS. As described in section 5.1.1, the 

photoelectron inelastic mean free path (IMFP) depends on the excitation photon energy. Thus, 

changing the excitation photon energy, it is possible to vary the surface sensitivity in a XPS 

experiment. In Figure 5.16 the thickest film C 1s core level spectra obtained at 330, 640 and 1000 

eV are shown (in this energy range we can estimate a change in the inelastic mean free path from 4 

to 15 Å). The experiment clearly reveals that the contributions of the intensity assigned to C-N and 

C-Hchain atoms drastically change, although respecting stoichiometry at 1000 eV. The reason for this 

is the upright orientation of the molecules in the thicker films that causes a different attenuation of 

the alkyn chain signal with respect to the perylene core signal. This is further supported by the 

results obtained analyzing the XPS C1s core level spectra of the PDI-8CN2 powder, shown in 

Figure 5.17, with its relative peak fit analysis (fitting parameters are shown in Table 5.3). In this 
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case, no preferential orientation is expected and the signal resembles very closely the signal 

obtained for the thickest films.  

      

Table 5.3. Fit results for PDI-8CN2 powder. 

       

Figure 5.16 Photon energy dependent C 1s core level photoemission spectra together with their relative 

fits of the PDI-8CN2 thickest film. Three different excitation energies were used, as indicated.  
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Conclusions 

In conclusions, we report a detailed chemical and physical view of the PDI-8CN2/Au(111) interface 

revealing and elucidating the occurring mechanisms. From all data it is obvious that the interaction 

with gold is rather strong and leads to the formation of a chemical bond between PDI-8CN2

molecules and metal atoms. Moreover, we find that molecules experience a reorientation from the 

monolayer to the multilayer, assuming a flat lying position on top of the gold and adopting a more 

upright standing position in thicker films. The chemisorption of the molecules on the gold surface 

and their reorientation with thickness are two results of paramount importance in transistor 

applications. Our results indicate a scenario where the first PDI-8CN2 layer deposited on gold, 

popular metal for device contacts, exhibits strong differences in structure and in electronic 

properties with the remaining layers. Thus, different chemical and structural character depending on 

Figure 5.17 PDI-8CN2 powder C 1s core level spectrum and relative fit.
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the local nature of the substrate, i.e., insulator versus metal, can lead to strong inhomogeneities in 

the first few layers, affecting the charge transport properties. This evidence can explain why the use 

of self assembly monolayer (SAM) treatments of the substrate prior PDI-8CN2 deposition increases 

transistor performances. The thiol SAMs, not only decouple the molecule from the substrate 

hindering the chemical bond, but they influence the molecular orientation, with molecules assuming 

a more upright standing position [42].  

According to our AFM analysis, 2D growth mode, characterized by molecular steps, without 

heating the substrate and adopting a relatively low deposition rate (2 Å min-1), is obtained. 

Recently, several works have investigated the correlations between transport properties, 

morphology, and structure of PDI-8CN2 grown under different substrate temperatures [43, 44]. This 

is an aspect of paramount importance since it is well-known that morphology in thin films is a 

characteristic that is substrate-temperature-dependent, [45, 46] and specifically in case of organic 

films, also the orientation of the molecules (i.e., a structural property) can be tuned via the substrate 

temperature [47,48, 49, 50]. However, organic molecular beam deposition generally occurs in 

supersaturation,[45, 46] i.e., under not equilibrium conditions. Supersaturation can be described in 

first approximation by using physical quantities including substrate temperature, but also deposition 

rate, molecular heat and entropy of sublimation [51, 52]. Our results are in agreement with the 

expected correlation between morphology and supersaturation: in the same way as higher substrate 

temperatures lead to less nucleation density with larger and extended grains for the same coverage, 

also deposition rates tune the film morphology with higher nucleation density obtained for higher 

deposition rate and vice versa.43, 50 Thus, tuning of the deposition rate is an additional tool that can 

be used to optimise morphology and structure in PDI-8CN2 thin films. 
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Conclusions  

In this PhD thesis, the physical properties of functional interfaces between PDI-8CN2 and SiO2 gate 

dielectrics and PDI-8CN2 and Au(111) single crystals have been investigated by using a wide 

number of electrical, morphological, structural and spectroscopic characterization techniques. The 

study of these interfaces is believed to be fundamental to set new strategies in the optimization of 

the electrical response of n-type organic field-effect transistors with improved environmental and 

operational stability.   

Concerning the PDI-8CN2/SiO2 system, thin films grown on bare and on HMDS-treated SiO2 were 

considered. Despite the film morphology is poorly affected by the hydrophobic degree of the SiO2

interface as demonstrated by AFM images, the PDI-8CN2 OTFT electrical performances are 

strongly improved by the dielectric HMDS-treatment, which, in particular, provides a reduced 

sensitivity on hysteresis and bias stress (BS) phenomena. Moreover, in long-term (more than 1 day) 

BS measurements carried out in vacuum conditions, we also found that BS-induced IDS(t) decay 

tends to saturate. It is noteworthy to highlight that, in the field of organic transistors, this 

phenomenon was never reported in the past. To explain the BS experimental results, a model based 

on the occurrence of reduction-oxidation reactions involving PDI-8CN2, water molecules and 

surface silanol hydrolysis was proposed. According to this model, BS effect arises from the 

neutralization of negatively charged species in PDI-8CN2 molecules by means of H
+
 ions, diffusing 

from the SiO2 layer to the active channel (Proton migration) after the application of a positive gate 

voltage.  

The interfacial electronic properties in the PDI-8CN2/SiO2 system were further investigated by PR-

SHG spectroscopy. Dependence of SHG susceptibilities on both the film thickness and the 

dielectric surface treatments pointed out a non-uniform distribution of charge carriers in PDI-8CN2, 

whose spatial profile was affected by hydrophobic passivation of SiO2 surface by HMDS. An 
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interpretation model based on the presence of a net charge localized in SiO2 accompanied by a 

charge redistribution in the organic semiconductor, according to a Debye-Huckel screening 

mechanism, was developed. This model was reinforced by PL and PLE characterizations, which 

support the presence of mobile charge carriers in PDI-8CN2 even in absence of any applied VGS. 

Such an interpretation seems the support the hypothesis of the VGS-driven proton migration 

phenomenon as physical origin of BS effect in OTFT based on PDI-8CN2/SiO2 interfaces. 

The structural and electronic features of PDI-8CN2 thin films deposited on Au(111) single crystals 

were investigated from the monolayer to the multilayer regime. From combined AFM and XPS 

analyses, 2D growth mode with molecular stepped terraces was deduced. Since this morphology 

was obtained without heating the substrate and adopting a low deposition rate, this result evidenced 

that tuning of the deposition rate is an additional tool that can be used to optimise growth and 

structure in PDI-8CN2 thin films. The formation of a chemical bond (chemisorption) between PDI-

8CN2 and gold was pointed out from thickness dependent XPS measurements. From a detailed XPS 

peak fit analysis, CN groups were identified as the main species involved in the chemisorption 

process. This finding was further supported by excitation photon energy dependent XPS 

measurements. A thickness dependent molecular reorientation was deduced from NEXAFS 

measurements. These experiments demonstrated that PDI8-CN2 molecules on top of the gold single 

crystal are arranged with the molecular core adopting prevalently a flat lying position. However, 

with increasing film thickness, molecules are subjected to a reorientation and the upright standing 

position (c-axis orientation) is mainly assumed. 

The evidence of strong interaction between PDI-8CN2 molecules and gold atoms makes clear why 

device performances are improved by using self-assembled monolayers (SAM), which, decoupling 

the molecule from the substrate, hinders the chemical bond formation. In this way, the molecule-

molecule interactions become again dominant, supporting the achievement of a molecular 

orientation being more favourable to the π-π stacking and ultimately to the charge injection.           


